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  Austrian Business Cycle Theory and the Global Financial Crisis: Confessions of a Mainstream Economist[1]


  Jerry H. Tempelman


  
    ABSTRACT: Austrian business cycle theory has a legitimate claim to being the most authoritative explanation of the recent global financial and economic crisis. Indeed, many mainstream economists have begun to analyze the crisis, perhaps unwittingly so, in terms that sound as if they were derived directly from the Mises-Hayek-Garrison theory of macroeconomic fluctuations. Even advanced economic research into financial leverage and liquidity does conceptually little more than develop the framework of Austrian business cycle theory.

  


  Milton Friedman used to say that there is no such thing as Austrian economics—or Chicago economics, or Keynesian economics for that matter. Instead, he noted, there is only good economics and bad economics (Vaughn 1994, p. 105). What makes an economic theory good, Friedman (1953) argued, is the empirical accuracy of the predictions it generates. He rejected Austrian business cycle theory because he did not believe it was an accurate explanation of economic recessions as they actually occurred in practice (Friedman 1993).


  Not all economists agree with Friedman’s criterion for the validity of an economic theory—indeed, many Austrians do not. Nonetheless, one wonders whether Friedman, who passed away in November 2006 shortly before the onset of the recent global financial crisis, might have felt differently today about the explanatory power of Austrian business cycle theory in light of that crisis.


  This mainstream economist’s understanding of Austrian business cycle theory is roughly as follows. An economic expansion is sustainable if it is the result of an increase in investment that is funded by an increase in saving. In contrast, an economic boom that is merely the result of credit expansion is not sustainable.[2] When credit creation by monetary authorities exceeds a society’s structural saving rate, financial intermediaries end up lending money at interest rates that are below the rate where supply and demand clear in the market for loanable funds. As a result, the information embedded in market prices (including interest rates) is distorted, affecting entrepreneurial decisions and causing a misallocation of capital across the economy. Specifically, too many capital goods and not enough consumer goods end up being produced relative to ultimate consumer preferences. Eventually, as the lack of underlying demand for these capital goods becomes apparent, production capacity is idled, and the boom that was fed by the credit expansion turns to bust. Thus, credit expansion during an economic downturn will not help bring about a sustainable boom but will merely postpone it, as it causes a delay in the structural adjustments, such as business closures and other eliminations of unproductive uses of capital, that need to be made to bring about a sustainable economic expansion.


  With the benefit of hindsight, the preceding paragraph would appear to be a summary description of what has happened to the financial system and the macroeconomy in recent years. The 2002–2007 expansion was characterized by both monetary accommodation and a boom in residential real estate. The boom proved unsustainable, and was followed by a spectacular bust in both the financial markets and the broader economy.


  Indeed, predictions by Austrian or Austrian-inspired economists such as William R. White, Economic Adviser and Head of the Monetary and Economic Department of the Bank for International Settlements from May 1995 to June 2008, have been uncanny not just in their accuracy but in their specificity. Just before the onset of the crisis, White (2006, p. 1) pointed out that “persistently easy monetary conditions can lead to the cumulative build-up over time of significant deviations from historical norms—whether in terms of debt levels, saving ratios, asset prices or other indicators of ‘imbalances.’” To be sure, a financial crisis of sorts had also been forecast by many non-Austrian economists, such as Nouriel Roubini and Stephen Roach. But their predictions tended to focus more on macroeconomic imbalances such as the current account deficit or the federal government debt. White and other Austrians, on the other hand, were more precise in predicting that a crisis would be triggered by a collapse of an asset bubble, specifically the real estate bubble.


  In August 2003, for example, in a presentation at the annual economic symposium of the Federal Reserve Bank of Kansas City in Jackson Hole, Wyoming, White argued that “the unusually buoyant behavior of housing prices in the current slowdown may well be related to the substantial monetary easing undertaken by central banks.... [This] has encouraged a further rise in indebtedness in the household sector in a number of countries, raising the risk of contributing to balance sheet overextension there, especially if housing prices were to soften.” Eventually, “if the worst scenario materializes, central banks may need to push policy rates to zero and resort to less conventional measures, whose efficacy is less certain” (Borio and White 2003, pp. 172, 175). Just as White predicted, in December 2008 the Federal Reserve lowered the target for its conventional policy variable, the federal funds rate, to a range of 0 to 0.25 percent. And the Fed has resorted to less conventional policy measures, by providing support to specific sectors of the credit markets throughout the crisis and by targeting longer-term interest rates through the purchase of U.S. Treasury securities in 2009.


  White’s views were largely ignored by central bankers at the time he expressed them prior to the crisis, when they were often pitted against the views of then Federal Reserve Chairman Alan Greenspan. At that time, Greenspan was widely heralded for having recognized a major shift in the mid-1990s, namely a sharp increase in economic productivity. As a consequence, the Federal Reserve did not increase interest rates in the way it previously would have done. This is what was thought to have allowed the expansion of the 1990s to continue and become the longest in more than a century, as an earlier tightening of monetary policy might not have delayed the next economic recession until its eventual occurrence in 2001.


  But the accommodative monetary policy of the 1990s was not without consequence, and amidst the praises lavished on Mr. Greenspan, some criticism could be heard as well. In a guest editorial in Barron’s in the summer of 2002, for example, even as the economy was still in the aftermath of the 2001 recession, William C. Dudley, then chief economist of the investment bank Goldman Sachs, attributed the late 1990s stock market bubble to the Fed’s low-interest rate policy that coincided with it:


  
    In my opinion, the nation’s monetary authorities should have tightened policy earlier and more aggressively during the 1996–1999 period. A tighter monetary policy might have helped to keep the investment boom from becoming so extended. As a consequence, the downward forces of adjustment that followed when the boom ended would not have been so intense. Also, the allocation of capital might have been improved. After all, with hindsight, it is pretty obvious that billions of dollars of investment spending in sectors such as telecom were wasted.

  


  Mr. Dudley is today president of the Federal Reserve Bank of New York and vice chairman of the Federal Open Market Committee (FOMC). He is not typically considered among the more hawkish, hard-money members of the Committee, but an Austrian would find little with which to disagree in Mr. Dudley’s analysis.


  In September 2002, a survey in The Economist echoed Mr. Dudley’s assessment: “Without easy credit the stock market bubble could not have been sustained for so long, nor would its bursting have had such serious consequences. And unless central bankers learn their lesson, it will happen again” (Woodall 2002). The Economist was explicit in acknowledging Austrian business cycle theory: “The recent business cycles in both America and Japan displayed many ‘Austrian’ features” (ibid).


  Four years later, The Economist would even cite Ludwig von Mises in pointing out that the Fed’s overly stimulative monetary policy following the 2001 recession was not without longer-term consequences: “The words of Ludwig von Mises, an Austrian economist of the early 20th century, nicely sum up the illusion: ‘It may sometimes be expedient for a man to heat the stove with his furniture. But he should not delude himself by believing that he has discovered a wonderful new method of heating his premises.’”[3] A year later, in the summer of 2007, those longer-term consequences would become apparent to everyone.


  Since the crisis, Mr. Greenspan’s luster has considerably diminished, while that of Mr. White has considerably increased.[4] The notion that the prosperity of the latter years of the Greenspan era was a succession of bubbles is now held even by many non-Austrians. Particularly noteworthy is the opinion of that Keynesian par excellence Paul Krugman, who once dismissed Austrian business cycle theory as a “hangover theory” (Krugman 1998) before going on to assert that “the Fed’s ability to manage the economy mainly comes from its ability to create booms and busts in the housing market” (Krugman 2005).


  The Wall Street Journal editorial page, which is ideologically not quite Mr. Krugman’s soul mate, would subsequently use the “hangover” moniker in a 2006 editorial:


  
    After the party sometimes comes the hangover, which is what much of the country is now experiencing as the housing market comes back to Earth following several years of remarkable levitation.... This is the housing market the Federal Reserve built. That is to say, the current slump in sales, new construction and prices is the aftermath of the astonishing and unsustainable housing boom that began in 2002.... The Fed’s mistake was staying too easy for too long.... One result is what now looks to have been a classic asset inflation in housing values.[5]

  


  Hangover or not, many Austrian economists would argue that, for better or for worse, Krugman and the Wall Street Journal editorial writer were correct in their assessment of the Fed’s conduct of monetary policy following the 2001 recession.


  It is not straightforward to demonstrate conclusively that the low federal funds rate of 2003 and the following years is indeed what caused the housing boom. Interest rates on residential mortgages that finance home purchases tend to track more closely to the 10-year U.S. Treasury yield, which the Federal Reserve neither targeted nor controlled at the time, than to the federal funds rate, which it did. In 2003–04, when the Federal Reserve brought the federal funds target rate all the way down to 1 percent, 10-year U.S. Treasury yields and both 1-year adjustable and 30-year fixed mortgage rates did not drop nearly as much. Arguably there were other factors that contributed to the crisis—the all-too-often used perfect storm analogy would appear to apply in this instance. Still, the coincidence of the low federal funds rate with the onset of the housing bubble in the spring of 2003 in, say, Las Vegas, where the housing boom and bust have been most pronounced, is remarkable.


  Indeed, several mainstream scholars, using different methods of scientific inquiry, have concluded that the Fed’s accommodative monetary policy following the 2001 recession caused, or at least was a principal contributor to, the housing boom that followed. Taylor (2007) argues that from 2002 through 2005, U.S. monetary policy was far more accommodate than a rule-based approach would have called for based on an interpretation of inflation and output data. Correlating historical housing starts and interest rates, he finds that housing starts during 2003–06 were meaningfully higher than they would have been if the Fed had followed the more restrictive rule-based monetary policy after the 2001 recession. Jarociński and Smets (2008), using a Bayesian vector autoregression estimate for the U.S. economy that includes a housing sector, conclude that there is


  
    evidence that monetary policy has significant effects on housing investment and house prices and that easy monetary policy designed to stave off perceived risks of deflation in 2002–04 has contributed to the boom in the housing market in 2004 and 2005. (p. 362)

  


  Smithers (2009) blames the financial crisis on “the actions of incompetent central bankers, who provided excessive liquidity on which the asset price bubbles and their associated absurdities were built” (p. 3). This is because “interest rates affect asset prices and, as asset prices affect the economy, this is a major transmission mechanism whereby central banks influence demand in the real economy” (p. 5). Vogel (2010) finds that “interest-rate policy levers such as Fed funds rates appear to have some effect on the creation and sustainability of bubble conditions.” This process runs approximately as follows: “bank credit creation begins with decreases in non-borrowed reserves that then work through to increases in business and/or consumer lending.” But “once such lending exceeds what can be readily absorbed by or used for GDP transactions, the excess spills over into incremental demand for shares and/or other leverageable financial assets, including real estate and commodities” (p. 224).


  MAINSTREAM ECONOMICS RESEARCH ON THE CUTTING EDGE


  Economists both inside and outside the Federal Reserve today widely point to the Fed as the main culprit behind the two greatest economic calamities of the past century: the Great Depression of the 1930s, when—according to mainstream economic theory—monetary policy was essentially too tight (Friedman and Schwartz 1963, Bernanke 2002, Meltzer 2003), and the Great Inflation of the 1970s, when monetary policy was too accommodative (Meltzer 2009). It is too early to be definitive, but the idea that the Fed’s accommodative monetary policy following the economic recession of 2001 was the main cause of, or contributor to, the housing bubble, the collapse of which triggered the broader financial and economic crisis, is becoming increasingly widespread even among non-Austrians.[6]


  Even cutting-edge mainstream economic research, such as that in areas of financial leverage and liquidity, does conceptually little more than developing the framework of Austrian business cycle theory. For example, mainstream economists have begun to identify links between monetary policy and financial leverage, or debt. New York Fed President Dudley (2009) recently noted that “[t]here is a growing body of economics literature on this issue that links monetary policy to leverage.” Dudley cited research by Tobias Adrian and Hyun Song Shin (2009), who identify what they call a “‘risk-taking channel’ of monetary policy,” and find that short-term interest rates—the Fed’s main monetary policy variable—are an important factor in influencing the amount of financial leverage employed by financial intermediaries. According to a recent Wall Street Journal article, “[Federal Reserve Chairman Ben] Bernanke has been following Mr. Adrian’s work closely” (Hilsenrath 2009). These research efforts are to be applauded, but causal links between overly accommodative monetary policy, excessive financial leverage, insufficient saving, and unsustainable asset prices are, of course, a core part of the Austrian explanation of business cycles.


  Likewise, research in liquidity, which finds that an asset’s market liquidity (i.e., the ease with which an asset is bought or sold) and traders’ funding liquidity (i.e., the ease with which traders can obtain funding) are related and mutually reinforcing (Brunnermeier and Pedersen 2009), is substantively no more than a fleshing out of the Austrian framework. Economist Markus K. Brunnermeier argues in a recent interview that “macroeconomics will change.... Its models ignored the main components of the crisis. What will happen is that macro will merge with the field of financial frictions, giving rise to a new economics” (Adler 2009, p. 25). Well, fine, but the integration of macro-, micro-, and financial economics into a single coherent theory has long been a distinguishing feature of Austrian economics.


  Even so-called behavioral explanations of business cycles, including the recent financial crisis (e.g., Shiller 2008), may be viewed as complementary rather than contradictory to Austrian business cycle theory, although Roger W. Garrison’s (1996, p. 16) analogy of the 1906 earthquake of San Francisco applies. In that disaster, more damage was done by the fires that followed the earthquake than by the earthquake itself, but the fires were at best “a secondary phenomenon” that would presumably not have occurred if not for the earthquake. According to mainstream economic research, bubbles are characterized by an increase in trading volumes, especially by nonprofessional or inexperienced investors (Greenwood and Nagel 2008). Nonprofessionals do not enter a market just because the cost of funding is low. They enter a market because they are under the impression that making money is easy. But the reason why they are under that impression is that professionals have been making money in what in retrospect looks like an easy manner, and professionals have been able to do so in part because of a cheap cost of funding that made possible increased financial leverage. Thus, the sequence is from accommodative monetary policy to a low cost of funding to an increase in the use of financial leverage by professional investors, who buy assets and generate earnings in doing so, and are followed by nonprofessional investors who lack the skills to rationally value assets and end up bidding up asset prices accordingly. Even non-Austrians are likely to agree that this is not sustainable.


  LESSONS LEARNED, LESSONS REMAINING


  There are some positive signs that Federal Reserve officials are learning from the experience of the recent crisis. Current and former FOMC members have acknowledged that they kept monetary policy too accommodative for too long following the 2001 economic recession. In an interview on PBS’s Charlie Rose Show in May 2009, former FOMC Vice Chairman Timothy F. Geithner stated that “monetary policy around the world was too loose too long.”[7] Dallas Fed President Richard W. Fisher (2006) has said that because of poor inflation data, “the real fed funds rate turned out to be lower than what was deemed appropriate at the time and was held lower longer than it should have been.”


  To their credit, members of the FOMC have also become mindful of the potential dangers of maintaining an ultra low federal funds rate for an extended period. According to the minutes of the November 2009 FOMC meeting (p. 9), “[m]embers noted the possibility that some negative side effects might result from the maintenance of very low short-term interest rates for an extended period, including the possibility that such a policy stance could lead to excessive risk-taking in financial markets or an un-anchoring of inflation expectations.”


  In addition, the financial crisis appears to have made Fed officials more open to reconsidering previously held beliefs, for example with regard to whether the Federal Reserve should try to target not just consumer price inflation but also asset prices. One rather suspects that this notion is anathema to libertarian-minded Austrian economists, who can scarcely be deemed to favor a committee of twelve or fewer people, no matter how capable, how well supported, how well intentioned, and how politically diversified, determining what asset prices should be. It is one thing for central bank officials to consider a variety of both economic and financial indicators, in order to ascertain not just inflation and unemployment conditions but also trends in the magnitude of credit outstanding, as part of evaluating whether monetary policy is perhaps too restrictive or too accommodative. But it is quite another for central bankers to be able to detect and actively try to deflate a possible asset price bubble in the making.


  A more useful idea currently gaining favor is of a more symmetrical application of monetary policy, in which central banks no longer raise interest rates less during an expansion than they lower them during a recession (White 2006, p. 15; Cooper 2008, pp. 35–36). Austrians propose even more drastic changes in monetary regime, such as the abolition of central banks entirely and their replacement with a gold standard and systems of free banking and currency competition. Mainstream economists have long objected to such ideas primarily on grounds of economic inefficiency. It is inefficient, for example, for an economy to have multiple currencies issued by multiple parties. Still, in the wake of the crisis, ideas for alternative monetary regimes have perhaps been dismissed too easily, just as Austrian business cycle theory was once dismissed. Considering that theory’s accuracy in predicting and explaining the recent crisis, to this mainstream economist, at least, ideas for alternative monetary regimes merit greater consideration than they have received to date.
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      Cyclical Capital Stock[1][2]


      James P. Keeler and J. Dean Craig


      
        ABSTRACT: It is common to assume in business cycle analysis that the capital stock is homogeneous and constant in aggregate value. We explore the alternative concept that capital is heterogeneous, and whether it exhibits cyclical changes. A multi-period model of investment implies that acquisition of specific components of capital responds to changes in relative interest rates, and we further show that the structure of rates is cyclical. If cyclical changes in the composition of capital are substantial, that is another mechanism to propagate the business cycle. Detailed data of specific capital types are available for U.S. passenger airlines, a cyclical industry. We find that there are regular patterns by which airlines adjust the mix of capital. Results suggest a capacity constraint influence in determining movements of aggregate income.

      


      INTRODUCTION


      The assumption of a fixed capital stock for short-run macroeconomic analysis is common and considered reasonable. While simplifying assumptions facilitate development of hypotheses, they can also hinder or distort the explanation of behavior. Aggregate investment expenditure by firms is cyclical and volatile, and those characteristics have long been central to explanations of business cycle movements in output. In cyclical analysis, investment flows are assumed to be of small enough magnitude that neither the total value of capital nor its composition affects aggregate economic activity. Whether the composition of capital stock varies systematically, and by how much, are empirical questions, and should be considered before assuming capital stock to be fixed. If the composition varies cyclically, we should understand why, and what that may contribute to the explanation of the variation of aggregate income through a business cycle.


      By comparison, our understanding of the aggregate labor market improved with the analysis of Davis, Haltiwanger and Schuh (1997) and subsequent research. They found several “basic facts” about how aggregate employment changes over a business cycle and also in the long run, such as: flows of job creation and job destruction are large, job destruction is more cyclically volatile than job creation, and that changes in job aggregates are persistent. We consider these same issues for capital markets. Behind the growth of total capital over time are flows of increases and decreases in the components of the stock. Capital is created by investment, and destroyed by depreciation, technical obsolescence, change in demand for the product or service, regulation and other factors. Are these flows cyclical, persistent and substantial in magnitude, or may we continue with a reasonable assumption that capital is fixed?


      This paper provides a framework for the question of whether a heterogeneous capital stock can influence cyclical changes in aggregate income. First we present a multi-period model of investment in which decisions are made about more than one type of capital good. These decisions have long reaching consequences for the amount and type of capital used in an industry. We show that investment flows for different components of capital are differentially influenced by changes in interest rates. If interest rates exhibit cyclical behavior, the relative price influence results in cyclical movements in components of capital stock through investment flows and the later conversion of capital types. Finally, we explore capital stock composition and how it relates to cyclical changes in real GDP using the example of a cyclical industry, U.S. passenger airlines.


      MOTIVATION AND PREVIOUS RESEARCH


      In addition to its role in aggregate demand, investment alters the magnitude of capital stock over time, and aggregate supply. Relative factor proportions of capital and labor are a vital mechanism in Real Business Cycle and Austrian models of cycles. Typically through random shocks or trends, changes in capital stock affect the capacity limitations on aggregate supply. McCulloch (1981) showed that the composition of capital stock also imposes capacity limitations on future production possibilities. If the influences on investment, both in amount and composition, are cyclical then capital stock may be a mechanism that propagates the business cycle.


      As a Federal Reserve Board member, Ben Bernanke commented on the role of capital in business cycle behavior. He noted that during the recovery from the 2001 recession, firms and households engaged in “restructuring and rationalizing their balance sheets,” by using low interest rates to refinance mortgages, paying off consumer debt, and by “firms lengthening the maturity of their debts” and lowering “their interest-to-earnings ratios” (Bernanke, 2003b). He also suggested that capital overhang, to the extent that it exists, is localized in a few industries and “probably not a major negative factor for investment in the broader economy” (Bernanke, 2003a).


      The Economic Report of the President 2004 (Council of Economic Advisors, 2004) began with a chapter on “Lessons from the Recent Business Cycle,” and the first was that “Structural Imbalances Can Take Some Time to Resolve.” The Report described the “surge” in investment during the 1991-2001 U.S. economic expansion as concentrated in high-tech industries such as “computers, software and telecommunications.” It attributed the rapid increase in policy encouraging investment, to overly optimistic expectations about earnings, and to actual technological change.


      
        Such an excess of existing capital stock relative to the desired stock (often called a capital overhang) is one type of structural imbalance that can slow or reverse economic expansion. In the case of an excess supply of capital, investment would be expected to slow until the capital overhang dissipates through a combination of depreciation in the existing stock and an increase in the desired stock due to lower costs of capital or stronger final demand (Council of Economic Advisors, 2004, p. 35).

      


      Their Chart 1-2 shows the slower pace of “Real Investment in Equipment and Software” in the last recession compared to recessions on average, and characterizes that as a “distinctive feature of this business cycle” (Council of Economic Advisors, 2004, p. 35). These statements imply that policy makers view the amount and composition of the capital stock to be an important component of the explanation of the business cycle.


      If all capital has certain common characteristics, it has no role in determining business cycle changes in output. Identifiable components of capital such as broad categories of equipment and structures, may be close enough substitutes to be aggregated into a capital factor index (Berndt and Christensen, 1973). If so, the composition would matter little. Even if there are identifiable components of capital, they may exhibit no clear or recurring cyclical behavior. The existence of random sectoral shocks to productivity could account for the variations in capital composition with little relation to aggregate cyclicality. Capital heterogeneity may be inconsistent over time, without distinct, lasting components if technological change is non-neutral in effects on the productivity of capital components. The change in the capital composition may not be large enough to account for business cycle movements in income. Identifiable components of aggregate capital may matter little for determining the level of aggregate supply.


      A common assumption in business cycle analysis is that capital is homogeneous, though the amount is cyclical. The following examples illustrate the nature of the arguments against a role for heterogeneous capital. Olivier Blanchard (1990, p. 780) suggested that


      
        even with competitive markets, full information and flexible prices, the neutrality proposition is only an approximation. Any anticipated change in nominal money must lead to anticipated changes in the price level, and thus introduce a wedge between the opportunity cost of holding money and the cost of capital; in all cases this will affect utility and in most cases is likely to affect capital accumulation as well [see Fischer (1979) and Chapter 6 by Orphanides and Solow in this Handbook]. Even unanticipated changes, if they are the result of open market operations, are likely to be non-neutral: open market transactions will usually involve some but not all holders of money and have distribution effects [see Rotemberg (1984) and Grossman and Weiss (1983)]. But, except for the effects of steady inflation which may be substantial (especially when the non-neutrality of the tax system is taken into account), these effects are mere intellectual curiosities; they can account neither for the size nor for the shape of the effect of money on output.

      


      Gordon Tullock argued that changes in capital components would have a small effect on output;


      
        ...[M]ostly what takes time is building the factory, not the actual production once the factory is completed....[T]he interest rate is of great significance in deciding whether or not to build a new factory, buy an expensive machine, etc., but of very little significance in deciding how much to produce in an existing factory (Tullock, 1987, pp. 74-75).

      


      And,


      
        First, a good deal of productive capital will in fact have been inherited from the period before the government began to drive interest rates down. This is particularly true with such things as buildings and ships which are long and hard to produce, but it will also be true with much other equipment. There is no reason why this machinery should be particularly damaged by what has happened, nor is there any reason to believe that there is too much of it under the current circumstances. The second issue would be with those new capital investments made during the period of the artificially depressed interest rate and those that have been completed.... Consider those factories (factories designed for consumer products) that have not yet been finished when the interest rate rises. Whatever has already been built is once again a sunk cost, a cost that should be ignored in deciding whether or not the machinery or factory should be finished.... The number of factories, apartment buildings, ships, etc., left incomplete because the operation had not gotten far enough along so that it was still profitable to complete them, would have been a fairly small part of the total new equipment acquired... (Tullock, 1987, p. 75).

      


      Krugman (1998) asserted that the only reason for a “capital overhang” to cause recession is an assumed friction in resource employment;


      
        ...[N]obody has managed to explain why bad investments in the past require the unemployment of good workers in the present ...[T]he best that von Hayek or Schumpeter could come up with was the vague suggestion that unemployment was a frictional problem created as the economy transferred workers from the bloated investment goods sector back to the production of consumer goods.

      


      These statements suggest that a reasonable approximation is to consider capital as an aggregate and constant in the short-run period of a business cycle. To explore other possibilities, we assume that capital stock is heterogeneous, composed of equipment or structures that have specialized uses and function in structural relation (Mises, 1971 and Hayek, 1935). Investment in particular forms of capital stock may be irreversible or costly to change (Pindyck, 1991), so that decisions in the present period have long-lasting effects on the size and composition of capital stock. Then, capital structure as it determines production possibilities, could be a means by which cyclical influences are transmitted with persistence through the economy. The purpose of this paper is to consider whether capital stock components exhibit cyclical changes, and whether these changes are substantial enough to operate as a mechanism for business cycle movements in aggregate output.


      A MODEL OF CAPITAL STOCK COMPOSITION


      A distinctive characteristic of Austrian Business Cycle theory is that the composition of the capital stock changes systematically through the business cycle. The business cycle may have several causes, monetary and real, but the propagation mechanism in the Austrian theory is through variation in the composition of capital in terms of distinctive types of capital. The variations are not random or benign, but cyclic, inefficient and constraining. Early on the concept of “malinvestment” was identified by Mises (1971, p. 364), to characterize the use of resources to acquire specific types and quantities of capital that later proved less productive than other available allocations. The recession phase of the business cycle is also driven by liquidation of capital (DeLong, 1991) as firms realize past errors. If the errors in acquiring the various types of capital have persistent effects, they may constrain the ability of firms to supply the product in the future.


      Capital stock may be characterized as “heterogeneous and multiply specific” (Mulligan, 2006, p. 316). Two or more “types” of capital may exist within the capital stock of a firm, used in a production process. To differentiate the types, we suppose that they have different marginal products, that some might be related as substitutes and others as complements, and that there is not a single common elasticity of substitution between types. Mises proposed that capital, once it has been installed, is characterized as “inconvertible” (Mises, 1960, p. 218) between uses at a later date.


      When the interest rate changes, affecting the cost of capital, firms alter the rates at which they acquire new capital and dispose of existing capital. The change in interest rates may have several causes, but an important source of business cycles is central bank policy. As the economy approaches recession and in recession, typical policy is to effect a lower interest rate to stimulate demand for new capital goods. If demands for different types of capital have different interest rate elasticities, then the composition of the heterogeneous capital stock is altered over the course of the business cycle. The change in capital stock is not random, but systematically related to the cost of capital.[3] As interest rate levels and their term structure are restored later in the cycle, the economy experiences a recession. Actual capital stock, given the past choices of investment, is unable to produce the level and composition of goods and services that we characterize as a natural gross domestic product. McCulloch’s graph model (1981, pp. 111-113) showed how malinvestment acts as a supply constraint, resulting in recession.


      This section of the paper offers a model of the firm to explain why a heterogeneous capital stock changes in structure, in a systematic manner over a business cycle. We rely on several working assumptions, such as a heterogeneous capital stock, that capital is inconvertible, that demands for capital types respond systematically to interest rate changes, and the existence of a liquidity effect in credit markets. The purpose is to specify the propagation mechanism by which interest rate changes generate the business cycle through supply.


      The composition of the capital stock may be modeled in several forms of heterogeneity. A vintage model (such as Caballero and Hammour, 1994) specifies real GDP supplied by labor and complementary capital of different ages. A general production function is:


      (1) [image: Keeler1.ai]


      where Yt is real GDP supplied, F is the production function, Nt is the current flow of labor resources, and Kt is the stock of capital of vintage t, with the flow of services assumed to be proportional to the stock. Alternatively, the capital stock is heterogeneous in specialized types of capital, and equipment, software and structures are designed for a narrow range of functions, and we may expect their productivity to decrease as they are employed for alternative uses. Scarth (1996, pp. 5-10) offered a multi-period model of the firm to concentrate on investment demand over time. We ignore Scarth’s adjustment cost for new capital, and extend capital to two defined types. Firms are subject to the constraint of the production function, and an assumed constant market price of the product. The objective of the firm is to maximize the present value of the net revenue generated by the employment of capital and labor resources. The capital acquisition equations are familiar as existing capital depreciates at rate δ and new capital is added with I, investment. The model is:
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      where r is the real interest rate, t is an index for the time period, P is the price of the good being produced, N is labor services, W is the wage rate, PI is the price of investment goods which for simplicity is the same for both types of capital, IL is investment in long-term capital and IS is investment in short-term capital. The capital accumulation equations are:
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      where δ is the depreciation rate. Firms choose values of N, KL, KS, IL and IS given the prices, interest rate, and depreciation rate. We specify KS as a type of capital with a relatively short time period between the application of the capital and the availability of the product, and KL as capital with a long period in the production process. A framework of flow input and point output is appropriate here, with the additional feature that different types of capital are applied at different times in the flow of inputs; first KL, and later KS. Given the limited time dimension of the capital acquisition equations, only terms involving t-1, t and t+1 are relevant. To find the first order conditions for the model, we solve the capital accumulation equations for IL and IS and substitute the constraints into the equation for PV, then take the first derivatives with respect to N, KLt, KSt. Assume that PI = 1, that derivatives for periods other than t-1, t and t+1 are zero, and multiply through by (1+r)t. The first order conditions are:
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      If r and δ are the same for both types of capital, the expressions for marginal products of KL and KS are the same. The values of r and δ might differ under certain conditions. Depreciation rates may well vary for different types of capital.[4] Or, relevant interest rates may differ if firms finance different types of capital in more specific capital markets. In an economy in long-run equilibrium, short-term and long-term interest rates are related by the Expectations Hypothesis in a term structure (Fisher, 1896). The Preferred Habitat theory extends the Expectations Hypothesis to include preferences by investors for borrowing at certain terms to maturity, while recognizing that bonds of different maturities may be substitutes (Modigliani and Sutch, 1966). In long run equilibrium, the interest rates at different terms need not all be equal. If there are preferences by the firm to match the term of borrowing with the time involved in the production process, then the interest rate that is relevant for long-term capital will exceed that of the interest rate for short-term capital. Regardless, the value of the marginal product equals the cost of capital, composed of the interest and depreciation rates.


      The composition of the capital stock can change over the business cycle if firms alter their relative investment flows in types of capital, or if they retire capital at different rates. A standard cost minimization framework for this model results in factor demand function for each factor in terms of the level of output, all factor prices, the wage rate, and the cost of capital. For the two types of capital, the expressions for demands for capital are:
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      As is well known, the own-price response is negative:
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      where H is the bordered Hessian of the system. Then Hii is a principal minor, which determines the sign of the expression, and Hii is composed of marginal products of the factors and second partial derivatives; Fi, Fii, Fjj and Fij. The principal minors for capital types KL and KS are:
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      If we assume that different types of capital can be distinguished, then marginal products (FKL and FKS) and second derivatives (FLKL, FLKS, FKLKL and FKSKS) will differ by capital type, and consequently the own-price response will differ. A change in interest rates will have the effect of altering relative capital demands, as determined by the elasticities of substitution between factors (Ferguson, 1966, pp. 459-460). The composition of the capital stock is affected by changes in interest rates.


      Fig. 1. Slope of the Yield Curve 1954–2009
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      There has been accumulating evidence that interest rates are cyclical, especially with regard to the term structure. Interest rate spreads, the actual difference between long-term and short-term market rates, have consistently appeared as significant in predicting the phase of the business cycle.[5] Figure 1 displays the slope of the yield curve in terms of the 3-month U.S. Treasury bill rate and the 10-year U.S. Treasury bond rate for 1954: Q1-2009: Q1 (Federal Reserve Bank of St. Louis, 2009). The average of ten business cycles are shown from trough to trough, with peak time periods for the cycles aligned. The maximum and minimum slopes across all ten cycles are shown for each time quarter. At the start of expansions, the yield curve is consistently steep, with a large positive slope. Through the expansion, short-term rates rise relative to long-term rates and the yield curve flattens to a near zero slope, and may invert. In recession, the yield curve rises sharply. This empirical regularity in the yield curve, combined with the notion that capital demand will have different responses to interest rates, implies a cyclical pattern to the composition of the capital stock.


      It is possible to determine the nature of the pattern of response. In the multi-period model of the firm, the relevant concept is the discounted marginal revenue product of capital (Block, 1990):
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      Considering the term for any one time period, and its response to a change in the interest rate:
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      assuming positive values for t, r and MRPt. The derivative of this expression with respect to the time index is:


      (16) [image: Keeler16.ai]


      This sign of this expression will be negative for low values of t and r, and reverse to positive for larger values of t and r. For example, the expression is negative for t < 21 and r = 0.05 and positive for time periods beyond t = 21, negative for t < 11 and r = 0.10.


      As t increases, for capital that is early in the production process, the interest rate effect on the discounted MRP becomes more negative. A decrease in the interest rate has a larger effect on the discounted MRP when t is large because the future MRPt are more heavily discounted. This implies a systematic response to a change in the interest rate: demand for capital for early stages of production is more sensitive to the interest rate change than is demand for capital for late stages of production. Hayek (1935, p.80) presented this in a graph which shows the effect of a decrease in the interest rate. Demands for capital all shift up, but the demands for capital in longer production processes shift more. In the recovery and expansion phase of a business cycle, when interest rates are lowered and the yield curve becomes steeper, demands for capital with longer production times increase more than demands for short period capital. In the late expansion and recession phase, when interest rates rise toward the natural rate and the yield curve flattens, demands for capital with longer production times will decrease more. The cumulative effect over the course of the cycle is to systematically alter the composition of the capital stock.


      Mulligan (2002) has explored data on general resource use in response to changes in the interest rate. His results, summarized in his Table 3, are consistent with this analysis. The results are based on very consistent estimates of stable long-term relationships between labor employment and interest rates of different maturities. He estimates interest elasticities for resources employed by stage of a production process; “employment is countercyclical with output in predominantly late-stage-of-production sectors... [and] procyclical in predominantly early stage-of-production sectors” (Mulligan, 2002, p. 31). A regular pattern is that coefficients become smaller in absolute value as the maturity increases from 3 months to 1 year, then increase as the maturity increases to 3 year and 5 years. The pattern of greater response around a 1 year time period does not match what this paper’s model implies. Clark (1999) estimated a vector autoregression (VAR) model of the effect of a shock to the federal funds interest rate on prices of goods at different stages of production. He concluded that “at most early stages of production, an exogenous monetary tightening causes input prices to fall more rapidly and by a larger amount than output prices. The bulk of the evidence suggests that, at the finished stage of process, input prices move one for one with output prices following a monetary policy shock” (Clark, 1999, p. 430). His results are consistent with this paper’s model, that a tightening of monetary policy, which raises the short term interest rate, would reduce demands for capital, and by more for early stage capital.


      If capital is easily convertible between types, the inefficiencies of the business cycle are reduced. A capital stock that becomes more concentrated in long term capital types could be adjusted at little or no cost in the late expansion phase when consumer demand shifts increases relative to investment demand. But if capital is inconvertible, or conversion is costly, then earlier mistakes in the accumulation of heterogeneous capital become constraints on producing consumer goods in the late expansion phase. Malinvestment reflects the overinvestment in capital for long production processes and the opportunity cost of consumer goods that cannot be supplied later. To model that process, we extend Scarth’s model and allow for a firm’s decision to convert long time process capital to short time process capital. The capital accumulation equations are revised to allow a firm to remove α percent of KL type capital in a given time period, which converts to KS type capital at some proportion c:
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      The first order condition for capital type KL is:
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      The MRP for capital type KL depends on how KL may be productive in future time periods in the form of KL, relative to how productive it could be when converted to the form of KS. If c is large, then the cost of conversion from KL to KS is low, and if the marginal product of KS type capital is large, the firm will choose to convert KL to KS. Comparing the two models, with and without the conversion mechanism, we can evaluate equations (7) and (7A). The marginal revenue product of capital, without the possibility of conversion in equation (7), will be less than the marginal revenue product of capital, with the possibility of conversion in equation (7A), if:
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      That expression holds until α and c are each close in value to 1 (for example with c = 1 and α > 0.95); when it is nearly costless to convert KL capital to KS capital, and the firm has no restrictions on the proportion converted. Under more realistic conditions, with a considerable cost to conversion, the marginal revenue product of KL capital is greater given the possibility of conversion to KS capital.


      In the expansion phase of the business cycle, rising consumer demand raises the value of the marginal product of KS. That also raises the interest rate toward the natural rate, which reduces the value of the marginal product of KL relative to that of KS. These changes contribute to firms choosing to convert excess KL to scarce KS.


      We can establish an empirical regularity that interest rates are cyclical, especially in their term structure. Central banks use policy that reduces the short term interest rates in the recovery and expansion phase through a liquidity effect. The responses of demands for different types of capital depend on their marginal products and elasticities of substitution. In particular, the model implies that capital for long production processes is more affected by changes in interest rates than capital for short time processes. As the interest rate is lowered in the recovery and expansion, firms respond by increasing demand for capital in long production processes, altering the composition of the capital stock. As the expansion continues and interest rates rise with demand for consumer goods, demand for capital in short production processes rises and that may include conversion of other capital. The relative proportions of different capital types vary through the business cycle systematically in response to interest rate patterns.


      Another implication of the model for investment is the persistence of investment decisions for production possibilities. Allowing for costly conversion of capital types also requires time, and projects the current period decision about the conversion rate α, into future production possibilities. A one-time shock to relative prices will have long-lasting real effects through the composition of the capital stock.


      MEASURING THE CHANGE IN CAPITAL COMPOSITION


      U.S. passenger airlines provide a specific example. The model considered two types of capital, for long and for short production processes, and this application to airlines will consider aircraft of different vintages and, more briefly, of different passenger capacities. The data (Jet Information Services, Section 3 Table 5, 2008) are the number of passenger jet aircraft owned at year-end by all U.S. airlines, annually for 1958-2008, for 83 specific aircraft types (such as an Airbus A320-200). Passenger jet aircraft account for about 83 percent of aircraft capital and about 65 percent of total assets among all the U.S. airlines. To account for differences in the size of aircraft, data were collected for the typical seat capacity of each aircraft type.[6] A unit of capital is defined as one aircraft seat available for sale, and the capital stock or capacity is total available seats at the end of the year. This is a capacity measure rather than a measure of use—available seats that were produced as scheduled whether sold or not—since the airline operation occurs despite wide variations in the percentage of seats sold on a flight.


      Capital stock for the airlines is heterogeneous. Only one major airline (Southwest) has operated with one type of aircraft. Airlines typically use several different aircraft types, often from different manufacturers, with variations by size (capacity in number of seats) and mileage range. An airline can serve its market share of the route with different size aircraft, depending on its choice of number of flights and flight times, given the choices of competitors. Planes are also complements within a route network and flight schedule, especially in the hub-and-spoke system used by most airlines since the 1980s. A key to profitability is achieving a good match between aircraft capacity, number of flights, flight times and market demand.


      Capital stock has grown with a strong trend in demand for air travel. The industry fleet of jet aircraft has grown since the first was delivered in 1958 to 5781 aircraft in 2008. The age distribution of the aircraft capital stock has been relatively stable in recent years. Figure 2 shows the age distribution of aircraft seat capacity for the three most recent years. The chart shows that airlines in 2008 (at age 0) added 3.5 percent to seat capacity. Over all years, airlines have added between 2.5 and 9 percent of new seat capacity each year. Special events affect the acquisition of new aircraft and the retention of older aircraft. In the early 1990s, there was a sharp decline in growth of capacity that persisted from 1993-1997.[7]


      Fig. 2. U.S. Airline Passenger Seat Capacity Age Distribution
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      The age distribution varies systematically over time. The distribution of capital by vintage is characterized in Figure 3 by measures for the 10th, 25th, 50th, 75th and 90th percentiles for capital age; the age for which 10 percent of the seat capacity of aircraft is that vintage or older, for example.[8] Since the early years reflect rapid growth of the capital stock, we concentrate on the period 1980-2002, during which the patterns of the distribution are more stable. The age for the 10th percentile rises to about 25 years, and then stabilizes in a range of 21 to 25 years. The same trend is seen in the 25th percentile, which levels off at about 16-20 years. The 50th, 75th and 90th percentiles reflect firms’ decisions to add to existing capital in the current and recent years, and airlines’ tendency to eliminate aircraft in the 6-18 year age range. The 50th, 75th and 90th percentile age values have more stable mean over the sample than the 10th or 25th age percentiles, with the 50th at about 11 years, 75th at about 5 years and the 90th at about 2 years. Firms may add capital in a variety of ways. Airlines purchase new capital each year and also purchase or lease older vintage aircraft from sources outside the U.S. passenger aircraft fleet. They may retain existing capital stock longer than planned by additional maintenance or modernization of older aircraft.


      Fig. 3. Percentiles of Aircraft Capacity Age
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      Detrended data show strong cyclical behavior. Percent deviations from trend percentile ages are shown in Figure 4 for the years 1980 through 2008.[9] Clearly the 50th, 75th and 90th percentile ages are most responsive to change, as firms alter their new orders for new aircraft more than they change inventory of older aircraft.


      Fig. 4. Detrended Aircraft Age Percentiles
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      As with some other industries, airlines are constrained by long “time-to-build” delays, and also have limited ability to alter an order for new capital: whether the order can be cancelled or when it will be received. Thus, the response of aircraft capital composition to macroeconomic recession years appears several years following the start of the recession. The ages for the 50th, 75th and 90th percentiles rises above trend through an economic recession, reflecting the decrease in new orders, cancellation or delay of previous orders and retention of older aircraft. Later in the economic expansions, the 50th, 75th and 90th percentile ages fall below trend as firms increased new orders for aircraft. The 10th and 25th percentile ages show less regular cyclical response. At the 75th and the 90th percentiles, age increases during recessions and decreases for expansions. Comparing the capital stock in successive years shows this pattern, and how much the structure of the stock can change. Figure 2 displays the age distribution in 2006-2007, at the peak of the U.S. business cycle, and in 2008, a year of recession. As the economy moved from expansion to recession, firms reduced purchases of new aircraft, and also retained older aircraft longer, especially very old (33 years and more) aircraft and middle vintage (10-17 years) aircraft. Previous business cycles in this sample exhibit the same pattern.


      Table 1. Cross Correlations of Aircraft Age Percentiles with Cyclical Real GDP
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      * Indicates statistically significant correlations at the 5 percent level. The Ljung-Box Q statistic is significant for the 50th, 75th, and 90th percentile cross correlations with GDP.



      Table 1 presents correlation coefficients between the aircraft age percentiles and detrended real GDP as a measure of cyclical macroeconomic activity.


      The 10th percentile (the age for which 10 percent of the seat capacity is that age or older) and 25th percentiles, which represent older aircraft, show little cyclical behavior. The 75th and 90th percentile series have several significant correlations, and a mix of positive and negative correlations over time. If real GDP is above its trend, that decreases the 90th percentile age with lags of one to four years, and statistically significant correlations between -0.41 and -0.58. The effect carries over to the 75th percentile age with lags of three and four years, and for the 50th percentile age with a lag of four years. These correlations are consistent with firms purchasing new capital in lagged response to cyclical increases in real GDP. Real GDP above its trend is positively correlated with the 75th for leads of one to two years and for the 90th percentile ages with a lead of three years. For several years prior to increases in cyclical income, capacity needs are met by retaining older aircraft.


      The capital stock also changes in composition by unit size of capital. We define four basic sizes of aircraft according to passenger seat capacity; Regional for 90 or fewer passengers, Small for 91-122, Medium for 123-209 and Large for 210 and more passengers. These occur with fairly well-defined breaks, and correspond to industry characterizations of planes. Isolating the small and medium size aircraft that have greatest possibility for substitution, a striking pattern is apparent. Firms expand capacity in one of these plane sizes to a much greater extent than the other, in alternating time periods. The composition of the capital stock changes systematically in terms of plane size over time. During recessions, there is a regular pattern of increased capacity in small aircraft and less addition of medium size aircraft. Other aircraft sizes show trends but do not show systematic cyclical patterns, so that the changes in composition of the capital stock are concentrated in particular types of aircraft rather than evenly diversified among all aircraft types or sizes.[10]


      Capital creation is defined as addition to the capital stock from one year to the next. New aircraft and also older vintage aircraft are acquired, and firms may acquire capital from outside the U.S. commercial airline industry. Capital destruction is defined as the reduction of capital stock from one year to the next. After the initial year of purchase, aircraft may be sold outside the U.S. passenger aircraft fleet, converted to freight use, removed from the fleet for repair or long-term storage, or the aircraft may have been destroyed in an accident. In the 1990s, many “stage 2” aircraft that did not meet noise regulations were removed from service. For each year the types of aircraft that showed increases in numbers at each vintage were summed for capital creation flows, and those showing decreases were summed for capital destruction flows.


      Fig. 5. Detrended Aircraft Age Percentiles
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      Figure 5 shows gross flows of capital creation and destruction annually for all airlines and all aircraft, expressed as positive percentages of total seat capacity. Davis, Haltiwanger and Schuh (1997, p. 18-20) characterized their measures of gross job flows for the aggregate economy as large, with average annual job creation at 9.1 percent and capital destruction at 10.3 percent in manufacturing for 1973-1988. While overall the capital stock for airlines grew at a compound rate of about 3 percent per year, capital creation ranges from 4-10 percent, and destruction usually ranges from 3 to 5 percent per year. The capital flows are smaller than Davis, Haltiwanger and Schuh’s job flows for the aggregate economy, as might be expected given the quasi-fixed nature of airline capital. However, they are still quite large, using their results as a reference point.


      Following Davis, Haltiwanger and Schuh (1997), we define NET as the difference of creation and destruction, or the growth of the capital stock. SUM is the sum of the rates of capital creation and destruction, both measured in positive values. They suggest this conveys the “reallocation” of the resource or the degree of change from both sources. Table 2 presents summary measures for airline capital during 1980-2008.


      Table 2. Capital Flows
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      Capital creation rates exceed capital destruction rates in all but 4 years in this period. Average creation flows are much larger than destruction flows, reflecting the growth of capital stock, and as shown in the mean of the NET variable. Creation flows are volatile, but destruction flows are relatively more volatile. This difference in volatility measures is consistent with business cycle patterns. The large values of creation flows occur during business cycle expansions. Relatively larger destruction flows occur during recessions, which are shorter in duration. The correlation coefficient between capital creation and capital destruction is –0.0007 for 1980-2008. Davis, Haltiwanger and Schuh (1997, p. 91-92) found negative correlations of job creation and destruction, at –0.36 for the U.S. economy for 1973-1988. NET and SUM are correlated at -0.1975 for 1980-2008. Davis, Haltiwanger and Schuh (1997) show negative correlations for the corresponding job flows.


      Table 3 presents correlation coefficients between capital creation, destruction, and detrended real GDP as a measure of cyclical macroeconomic activity. These statistics show that capital creation and destruction are cyclical.


      Table 3. Cross Correlations of Capital Flows with Cyclical Real GDP
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      * Indicates statistically significant correlations at the 5 percent level. The Ljung-Box Q statistic is significant for the lagged (k > 0) Creation and Destruction cross correlations with GDP.



      Only a few correlations for the capital series are large and statistically significant. A change in real GDP above its trend is contemporaneously correlated with an increase in capital creation. A change in real GDP above its trend is correlated with an increase in capital destruction after lags of two and three years. The effects of a change in real GDP relative to trend begin concurrently and then persist for several years as airlines respond by changing the capital stock. They first add new capital and later increase rates of eliminating older capital.


      When an airline acquires an aircraft, how long they own and operate the capital depends on the firm, and the type and vintage of aircraft, with great variation across firms and aircraft types. Davis, Haltiwanger and Schuh (1997) calculated the percent of jobs created that remained one and two years later. Specific aircraft are not tracked, but the total of an aircraft type owned by the firm is the measure of the capital stock (Air Transport Association, various issues). For the charts, all data are converted to an index where the maximum number of aircraft of the type owned by an airline is set equal to 100. Figure 6 shows persistence for a particular aircraft, the Boeing B-737, which is the single most popular aircraft. Several airlines (American, Continental and Delta) continue to add to their stock of this plane, while others (America West, United and US Airways) had reached their peak use in the 1990s and were decreasing their fleet. Across firms, there is variation in the level and persistence of use of even the most widely used aircraft type.


      Fig. 6. Aircraft Persistence for B-737 Aircraft
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      Figure 7 shows persistence of selected aircraft types for a particular firm. The behavior of American Airlines for its major aircraft types for 1980-2008 is typical of other firms, regardless of size. These aircraft have similar years of initial use, but it is apparent that the capital types have different life lengths. Within a firm, these different types of capital have greatly different degrees of persistence.


      The characteristics that are identified in this section support the concept of a heterogeneous capital stock for airlines. It has been possible to define types of capital components, either by vintage or by size of capacity, and possibly by other attributes. Airline firms treat aircraft types as distinct, and show varying rates of persistence in use. There are stable patterns over time, such as the age distribution of capital. Measures of the composition of the capital stock, by age or unit size, have well-defined cyclical behaviors.


      Fig. 7. Capital Persistence for American Airlines
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      DISCUSSION AND CONCLUSIONS


      Does the composition of capital stock change through the business cycle? Is the magnitude of the change enough to be a plausible explanation for cyclical changes in real GDP? This paper has attempted to provide a conceptual framework and measurements to evaluate those questions.


      Following Mulligan’s notion of “heterogeneous and multiply specific” capital, we assume that capital cannot be measured by a scalar such as a monetary value or an index. We define several types of capital by vintage and by size of the capital unit. We offer a model of a firm’s investment over several periods in time. It considers more than one defined type of capital, with different marginal products and elasticities of substitution, and allows transfers between capital in the future. The model explains why the components of capital change in relative proportions, through changes in the cost of capital and differential effects on capital components’ marginal revenue product. The model implies that firms will consider the opportunity of using capital in other uses when they estimate expected productivity. We identify the conditions under which excess capital of one type will be converted to an alternative use. Exploring the demand functions for different types of capital goods, reveals why a change in the cost of capital can affect demands differently. In the model adapted from Scarth, equation (3), the longer time period affects the net present value of the capital through additional terms. We show in equation (16) that the discounted marginal revenue product with long production processes will be proportionally more influenced by a change in the cost of capital than capital with a shorter production process. Given a change in the cost of capital, investment flows for different types of capital are differentially affected, which systematically alters the composition of capital. As an application of the model, we chose the vintage and capacity of capital units as different capital types. Aircraft have a long expected life at about forty years given recent experience. Newly purchased aircraft have a long time period between application of the capital and the production of the service for final consumers. The hypotheses of the model suggest that a change in the cost of capital will affect the age distribution and the size distribution of airlines’ fleets.


      The term structure of interest rates exhibits several empirical regularities. The slope of the yield curve is cyclical, falling across the business cycle expansion, often inverting, and becoming sharply steeper after a recession. Combined with this causal influence, the model implies that the composition of the capital stock will change systematically over the business cycle. McCulloch (1981) has illustrated how the vector of aggregate supply depends on the composition as well as the aggregate amount of capital.


      Several characteristics of capital stock contribute to the cyclical nature of changes in production possibilities. Specialization in the design of capital, as with passenger aircraft, maximizes productivity for a range of applications, and reduces productivity in alternative uses. Time and cost of conversion make investments for a certain use long lasting, if not irreversible. When investment flows are disaggregated, there may be differential responses to investment incentives. “Time-to build” clearly varies across capital types, and the degree of response to changes in the cost of capital may also depend on capital characteristics such as durability or intensity. Cyclical changes in investment incentives alter the pace of capital accumulation. While a “capital overhang”, as some suggest existed for the U.S. economy following the 2001 recession, may not be apparent in the aggregate, it is more likely to occur in particular sectors or for particular capital types across sectors. The stock changes through several means, including depreciation, retirement of old capital, capital that is damaged or too expensive to repair, as well as the purchase of existing or new capital. All of these means may respond to the business cycle, especially as the cycle entails variation in capacity utilization rates.


      The airline industry, with detailed data on types of capital, provides a case study for whether systematic patterns of change can be identified, and whether the changes are large. Airlines treat different aircraft as different types of capital. There is wide variation in how the airlines have used a particular aircraft (Figure 6) and how persistent is the adoption of an aircraft (Figure 7). We show there are regular, cyclical patterns of aircraft age distribution, especially in how airlines adjust capacity through acquisition and retention of aircraft of different vintages. Small and medium size aircraft display regular, alternating shares of capacity. Firms vary in their use of aircraft models, suggesting that they experience different aircraft as different capital components. Cyclical patterns emerge in the rate at which capital is acquired, increasing as expected during an economic expansion and decreasing during recession. The removal of old vintage capital by depreciation and the addition of new capital cause the age distribution to shift during the business cycle, and two cyclical responses are apparent. Firms retain older aircraft longer rather than retire earlier vintage equipment from use. Beyond about 20 years of age, the percent of capacity increases for later years in the expansion. Firms also add new capacity at a faster rate in the expansion, as shown in the percent of capacity for vintages less than about 10 years of age.


      In the current economic expansion, airlines were adding to capacity with new vintage equipment at a relatively high rate of 6-8 percent per year, increasing over time. We characterize that rate as both cyclical and providing a substantial change in the age composition of the capital stock. Davis, Haltiwanger and Schuh characterized their similar measures of change as large by comparison to overall growth or decline of the labor force. Several measures of job flows supported their conclusion that the labor market was “fluid and flexible” with a great deal of job reallocation (1997, p. 19-20). They also found that “job destruction rises dramatically during recessions, whereas job creation changes relatively little” (1997, p. 84). While capital flow rates are smaller for the airline industry, creation and destruction show similar cyclical patterns and capital reallocation with much greater rates than overall capital growth. Airlines have typically added 6-9 percent to capacity in a given year with new capital. For the U.S. economy over all industries, private fixed investment since 1947 has been 6-8 percent of the net stock of private fixed assets in value terms (U.S. Department of Commerce, 2009).


      These flows have often been considered small relative to existing capital for macroeconomic analysis in the short run. The assumption is that net investment in any one year cannot substantially affect the magnitude or composition of capital stock to alter aggregate productive capacity. If it takes a long time to affect capacity, then current period investment is not a large enough change in capital stock to account for changes in level or growth rates of real GDP in a business cycle. The implication is that changes in capital stock are long run or economic growth issues, rather than short run or business cycle issues. But if the cyclical changes in airline industry capital composition are pervasive in the economy, then heterogeneous capital may operate in a business cycle theory as a propagation mechanism. A crucial role is that changes in the relative capital factor supplies constrain the production possibilities enough to reduce real income in the recession phase of the cycle. The results of this paper suggest that there are substantial changes in the components of capital stock in one cyclical industry. Systematic variation in the structure of interest rates and differential responses of capital demands offer an additional explanation of business cycle movements in real income.
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  [7] Two forces created the decline. Firms purchased fewer new aircraft following the 1990-1991 recession, a time of greater excess capacity than airlines have previously experienced. Specifically, they bought fewer B737-500s, B757-200s, B767-300, MD11s and MD80s. More dramatically, airlines reduced their ownership of B727s. These aircraft were relatively fuel inefficient at a time when jet fuel prices increased rapidly, and they were “Stage 2” aircraft subject to Federal Aviation Administration regulations (also including early model B737s and DC9s). To reduce noise, especially at certain airports, the FAA designated certain aircraft as subject to “Stage 2” regulations which required airlines to either cease operating them or fit them with “hush kits” to reduce noise. In the early 1990s, airlines chose to reduce this form of capital in large numbers, and their resale prices fell rapidly.
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  [9] The data for age percentiles were detrended by several methods, including percent changes, an estimated linear trend, an estimated quadratic trend, a 3-year and 6-year moving average, and a Hodrick-Prescott filter. Data that were detrended with Moving Averages were quite muted compared to those with estimated trends. The quadratic and Hodrick-Prescott trends were very similar, and so only the data that were detrended with a quadratic trend are shown.


  [10] During the 1980-82 and 1991 recessions, and the 1983-90 and 1992-2000 expansions, the capital creation rates for small and medium size aircraft moved in broadly opposite patterns, with a correlation of -0.50.
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    ABSTRACT: This paper explains how grants of monopolistic privileges to capitalists can lower labor and land factors’ prices compared to what would prevail in a free market environment. Monopoly gains of privileged business owners are not only “extracted” from their clients but also from factor owners. We revisit Rothbardian monopoly price theory and extend it to the realm of factor pricing. Monopolistic grants to capitalists make for market situations where both monopoly of demand for factors and monopoly of supply for their product are present and inextricably intertwined. We conclude that grants of privileges to capitalists can trigger an overall downward pressure on original factor prices.

  


  INTRODUCTION


  In his chapter in Human Action on work and wages, Ludwig von Mises claims that no theory of a “monopoly of demand” can successfully prove that workers could be permanently paid below their marginal value productivity (discounted by originary interest) in the free market. Since he focuses mainly on a defense of the free market, he does not go into much detail regarding this possibility in a hampered market economy. However, in the course of refuting the free market monopoly of demand theory, Mises (1998, pp. 591–92) writes:


  [Entrepreneurs] are under the necessity of acquiring all factors of production at the cheapest price. But if in the pursuit of this endeavor some entrepreneurs, certain groups of entrepreneurs, or all entrepreneurs offer prices or wage rates which are too low, i.e., do not agree with the state of the unhampered market, they will succeed in acquiring what they want to acquire only if entrance into the ranks of entrepreneurship is blocked through institutional barriers. If the emergence of new entrepreneurs or the expansion of the activities of already operating entrepreneurs is not prevented, any drop in the prices of factors of production not consonant with the structure of the market must open new chances for the earning of profits. There will be people eager to take advantage of the margin between the prevailing wage rate and the marginal productivity of labor. Their demand for labor will bring wage rates back to the height conditioned by labor’s marginal productivity. The tacit combination among the employers to which Adam Smith referred, even if it existed, could not lower wages below the competitive market rate unless access to entrepreneurship required not only brains and capital (the latter always available to enterprises promising the highest returns), but in addition also an institutional title, a patent, or a license, reserved to a class of privileged people. (emphasis added)



  Only privileges can hamper the bidding process that tends to equate discounted marginal productivity of factors with their prices. One can certainly say that this is what Mises considers as a necessary condition. But what other contingencies could bring such an outcome? What are the sufficient conditions? For Mises, (1998, p. 593)


  The employers would be in a position enabling them to lower wage rates by concerted action only if they were to monopolize a factor indispensable for every kind of production and to restrict the employment of this factor in a monopolistic way. As there is no single material factor indispensable for every kind of production, they would have to monopolize all material factors of production. This condition would be present only in a socialist community, in which there is neither a market nor prices and wage rates.[3] (emphasis added)



  However, Mises does not further explore the conceivable intermediate situations between a pure free market and pure socialism[4] regarding the possibility of an overall downward pressure on labor factors’ prices (or land factors prices for that matter) under their free market levels. In Mises’s and Murray Rothbard’s analysis of interventionism, land and labor factors typically find themselves on both sides of the distributive process implied in interventions, among the winners and the losers.[5] Notwithstanding, I want to show in this paper that at least one kind of intervention can make workers and landowners gather on the side of losers while (some of) their employers would be beneficiaries of the distributive effect involved. I want to show that monopolistic grants of privileges to capitalists, insofar as they allow monopoly prices to emerge for their products, also bring about an overall relative lowering of prices for original factors, in particular labor factors (in other words, that there is no need for employers to “monopolize all factors of production” to bring about such an outcome). And I want to explain how this conclusion can be viewed as an implication of Rothbard’s own work on monopoly price theory, an implication that Mises touches upon in the quote above when he stresses that the bidding process for factors can be hampered because of monopolistic grants of privilege.


  In order to do so, I will first recall the basic tenets of Rothbardian monopoly theory. They will be taken for granted for the purpose of this paper. Then I will draw the implications regarding the impact of monopolistic grants on factor prices.


  ROTHBARD’S THEORY OF MONOPOLY PRICE


  The basic features of Rothbard’s monopoly price theory[6] can be summarized as follows. First, one or more persons must of course hold a “monopoly.” A monopoly is here understood as an “institution or allowance by the king, by his grant, commission, or otherwise ... to any person or persons, bodies politic or corporate, for the sole buying, selling, making, working, or using of anything, whereby any person or persons, bodies politic or corporate, are sought to be restrained of any freedom or liberty that they had before, or hindered in their lawful trade,” in the words of seventeenth century lawyer Lord Coke.[7] However, in Rothbard’s view, a monopoly simply implies that competition is hampered through violence or the threat thereof. It does not necessarily have to be an outright grant of monopoly to one firm by the state. Therefore, private Mafia-like threats of aggression[8] against any would-be competitor as well as governmentally enforced cartels, licenses, compulsory quality standards, tariffs, patents, environmental regulations or any law, decree or tax penalizing any form of market organization will do.[9]


  Though Rothbard refers to a definition of monopoly that includes monopoly of buying, his focus is on monopoly of selling, which brings us to the second requirement. Preferences of people have to be such that at one or several prices higher than the free market price for a good, the market demand for this good brings more monetary income to its sellers, even if the quantity that buyers are eager to get is reduced because of the law of marginal utility.


  Third, if there is only one seller or if sellers can find an agreement to centralize their decision process and act as one, they are in a position to profit from this so-called “inelasticity” of demand above the free market price by restricting their supply of the product and sell it at a higher price called a “monopoly price.”[10] Their interest is of course to sell it at the price which maximizes their monetary income.[11]


  One can immediately notice here that there is no consideration of monetary expenses involved for the seller, no factor prices to worry about. This is perfectly legitimate of course. Since Carl Menger, Austrians are known to put some particular emphasis on the everyday real world pricing process, while the long run equilibrium constructs are thought of as an auxiliary tool of analysis.[12] Therefore, the theory can focus on the price of an already produced stock. Since past costs involved in the production decisions are forever gone, they are not relevant to the determination of price for this existing stock.[13] However, we are interested here in what happens at the production decision point, when entrepreneurs strive for the maximum net returns on their investments. This does not make a big difference for the theory of monopoly price, as far as Rothbard is concerned. The demand for the product must be anticipated and production adjusted accordingly.[14] And a higher income for a lower supply sold must be produced with lower use of factors, with lower expenses that is, so that one can be sure net returns are higher thanks to the restriction.[15], [16]


  Rothbard is not very explicit regarding factor pricing under monopolistic conditions. True, he stresses that monopoly price must be understood as a catallactic phenomenon and, as such, a phenomenon which is not independent from the general pricing and resource allocation process. However, though he explains as well that the implied restriction of production releases factors for other uses and allows an expansion in other fields of production, he does not provide us with a thorough explanation of the impact on prices for factors and, as a consequence, on net income distribution among original production factors and capitalists. The only clear-cut welfare implications he stresses are centered on people as consumers. Monopoly price implies that consumers are hurt because of the higher price they have to pay for a lower available supply of the monopolized good and because of the corresponding misallocation of factors in the economy. As far as distributive effects on incomes are concerned, Rothbard only stresses the monopoly gain accruing to the holder of the privilege. And this additional net income seems to be entirely “extracted” from people as consumers, so to speak.


  IMPLICATIONS FOR FACTOR PRICING


  The key elements to understanding the factors’ side of the monopolistic price issue are the following. First, when coercion bars some existing or would-be capitalists to sell a product, this ipso facto bars them from renting or buying the factors required in its production, and vice versa. In other words, we do not only have here a “monopoly of supply” for the product, but also a “monopoly of demand” for its factors such as the one suggested by Mises above.[17] These are the two sides of the same coin. Friedrich von Wieser (1927, p. 219) hinted at this when he wrote that


  The demand-monopoly is at all times accompanied by a monopoly of supply. Thus, for example, the state in its tobacco-monopoly combines the two institutions. The administration of the monopoly does not admit in the home-market, other purchasers of raw tobacco; it combines with a monopoly of the supply of tobacco-products, which affects the consumers, a demand-monopoly, affecting the domestic tobacco growers. A further illustration is found in the actual demand-monopoly of a sugar-combine by virtue of its monopoly of supply. In this case, no other concern can make use of the sugar beets, and hence no other concern is likely to demand them.[18] (emphasis added)



  That monopoly of demand for factors is a counterpart of monopoly of supply for its product implies a downward pressure on factor prices in the monopolized sector, as we will see. Second, when a monopolist takes advantage of an inelastic demand for the good it sells, this implies lower spending from its buyers on other goods (Rothbard 2004, pp. 280–88) and a downward pressure on prices for their factors. Overall, the pressure on factor prices coming from inside and outside of the monopolized sector should therefore be downward. Let us go back then to the monopoly price theory as held by Rothbard and elaborate its mirror-image in the markets for factors of production with the help of theses two insights. The first sheds some light on the “microeconomic” picture of the monopolized sector, the second on the “macroeconomic” picture with all sectors considered.


  The Microeconomic Picture: Focus on the Monopolized Sector


  In the free market world, original factors earn their full discounted marginal productivity (DMVP) when entrepreneurs make no mistakes. They earn more or less than their DMVP when entrepreneurs make erroneous forecasts, more or less depending on how “overpriced” or “underpriced” factors are. In any case, they command a free market price resulting from peaceful association. What happens when a grant of privilege to an entrepreneur-capitalist (or group of capitalists) is introduced? In a position to profit from a coercion-distorted demand schedule for his (or their) product, he (or they) will require and want fewer units of divisible factors than the total amount hired under free market conditions. Entrepreneurs who would otherwise rent the other units in this industry are not allowed to do so and they will have to go elsewhere. So what about the price of the remaining units of a divisible factor?


  Granted, since the monopolists will employ fewer units, the discounted marginal value productivity of the factor will accordingly be higher in this use. The remaining units could then be employed profitably at an even higher price than the free market price. But the monopolist is certainly able to pay less than his maximum buying price for the restricted quantity of factors. Would he still have to pay the free market price? Each remaining unit of these lower supplies would be rented at the free market price if the supply schedules for these factors in this use were purely elastic and were not shifting. But they can only be purely elastic if they are non-specific to this process and if we are in the neoclassical land of “pure and perfect competition.”


  But as Rothbard (2004, p. 721) explained in regard to the elasticity of demand for the products of a seller, the total supply offered to the market is the addition of each seller’s contribution. As a consequence, a seller adding to the supply, even a very small quantity, implies that the new total cannot be sold at the same price but at a lower price because of the law of marginal utility. There is no question that an individual firm could push or restrict its production without any impact on its price. The pure and perfect competition situation is not even a possibility among several cases. It is strictly impossible. No demand for the product of an individual seller can ever be perfectly elastic. The same goes for the supply of factors as well.[19] Supply schedules are subject to the law of marginal utility too. Therefore no individual or market supply schedule can ever be perfectly elastic.


  Since the supply of factors in each of their uses will necessarily be less than purely elastic, the monopolist may be able to pay the factors he uses at a lower price than the free market price in the absence of entrepreneurs who could otherwise bid them away in this industry up to the free market level.[20], [21] And the monopolist can pay them less because there is nothing implied in the monopolistic pattern of actions we analyze that would make entrepreneurs bid away these factors in other industries (that would shift factors’ supply schedules in the monopolized sector in a way that counteracts the downward pressure). No tendency involved can trigger a higher demand for the factor in non-restricted industries[22] that would counteract the downward pressure in the monopolized sector, as we will see detailed below.[23]


  In other words, the monopoly gain of the holder of privilege does not only come from the consumers but also from the factors he employs, including capital goods. However, capitalists’ net returns in earlier stages of production do not have to decrease. As with a sales tax shifted backward (Rothbard 2004, pp. 1156–62), the burden must be borne by original factors to the extent that lower prices for capital goods were anticipated by the capitalists who invested in their production. The lower prices for capital goods will translate into lower demands and prices for original factors involved in their production and the margins could stay the same. Lower prices for capital goods are imputed backward to original factors of production, land and labor factors.[24]


  This should not be surprising. As previously noted, for example by Salin (1996, pp. 152–55), taxation and regulation are to a large extent equivalent. At the very least, both imply uninvited border crossing on some people’s peacefully obtained properties. As a consequence, the same set of disincentives to acquire them through production and voluntary exchange must come into play, hence the lower demands for factors required in their production. As with taxes, monopolistic grants of privilege make entrance into the market more costly than otherwise and excluded investors retire from the bidding process on factors that they do not rent anymore on the margin.


  The Macroeconomic Picture: All Sectors and Degrees of Specificity of Factors Considered


  Now it is true that the effect on factor prices employed in the monopolized sector may be spectacular or almost insignificant depending on their degree of specificity. And as we have already hinted, the demand schedules for substitutes to the monopolized goods and the demand for their factors will be altered. Therefore, the pricing of factors used in both the production of these substitutes and the monopolized industry will accordingly be affected. And even the pricing of factors that have nothing to do with the production of the monopolized good will be altered somehow. To expand on our analysis and get the complete macroeconomic picture, let’s consider a hypothetical scenario where each possible case is covered and considered in turn. Say that A is the monopolized product. Their producers face an inelastic demand above its free market price.


  First, the fate of factor 1 engaged in the production of A is clear. Factor 1 is purely specific to the production of A. Some units of it that would be employed in the free market will remain idle in this world since they have nowhere else to go. The other units will be paid at a somewhat lower price, depending on how high the reservation demand is, but lower in any case than the free market price. By definition of its specificity, the reservation demand has nothing to do with what units of this factor could earn elsewhere since they cannot be employed elsewhere. The price will then generally be lower than if it were non-specific. There may even be a bargaining situation between the monopolist and the most eager seller if the net revenue-maximizing level of production requires so few units of this factor that only one seller could make a deal with the buyer. In the most extreme conceivable case, the factor is made artificially superabundant and commands no price at all. For example, one can think of an existing large supply of diamond mines. Suppose that they are normally scarce relative to needs. As a consequence, they command a price on the free market. With a monopoly in the sale of the finished product, the optimal level of production for the monopolist could be low enough that there would always be a diamond mine available for free somewhere. This would bar anybody from trying to sell the use of a similar mine to him. Then diamond mines would no longer be scarce.[25]


  Second, factor 2 is not specific to the production of A. It can be employed in the production of good B. Accordingly, its reservation demand in use A will reflect this. Under monopoly in sector A, more units will go into use B than under free market conditions. Their supply is then higher in this industry and their price everywhere is then lower. However, this is not all that can be said regarding factor 2. Rothbard’s discussion on the interdependence of prices for consumers’ goods comes into play. The higher spending on the monopolized good (compared to its free market level) implies lower spending elsewhere.[26] Demand schedules for goods other than A will in general tend to shift toward a lower level. Suppose that the demand for B is lower. The DMVP schedule of factor 2 in this use as well as its general DMVP will be lower than on the free market. Accordingly, the downward pressure on its price is reinforced compared to the situation where factor 2 would simply have to suffer its exclusion from the production of A, while the monopolist may obtain a higher monopoly gain than otherwise.[27], [28] We then see that the non-specificity of a factor does not necessarily mitigate the impact of monopoly on its price. In this case, it amounts to a double burden.


  Owners of factor 3 will only suffer a single burden because like factor 2, it is non-specific to the production of A but cannot be employed in industry B which suffers a lower demand for its product. It is employed in the production of good C for which the demand schedule stays the same.


  Factor 4 is employed in industry C too but cannot be employed in A or anywhere where the demands for the products are lower. And it is a complementary good to factor 3 in this process. Then since production is higher than in the free market here because of the extra use of factor 3 displaced from A, its demand and price may be somewhat higher.


  Owners of factor 5 will suffer though it is not employed in the production of A. It is employed in the production of B or in whatever production of goods for which the demand is lower than in the free market. As a consequence, its DMVP there and in general are lower than in the free market. No employer is able to directly extract a monopoly rent from its use however.


  Factor 6 will neither suffer nor benefit. Wherever its DMVP becomes lower, a higher demand in another use guarantees that the general DMVP schedule and the price stay the same than in the free market.


  The owners of factor 7 are lucky. It is employed in industry E that sees its demand increased. It is either specific to this sector or it is not, but if not, its higher DMVP schedule here more than compensates for the lower maximum buying prices in other sectors where it could be employed. Its general DMVP schedule is then higher and it receives a higher price than in the free market. How could the demand for a product increase, especially since we established that the general trend is for demands for substitutes to A to decrease and that all goods but A, strictly speaking, are substitutes for A? There are two possibilities. First, one must realize that some people may have elastic demand schedules for the monopolized product above the free market price.[29] These people will spend more outside of the monopolized sector and may conceivably make some market demand schedules in other sectors higher. Second, the monopolist too spends, not only part of what he earns as a capitalist, but also its monopoly gain.[30] If his additional demands for different goods come as a substitute to the lower demands for these goods by the buyers of his product and the factor owners who have a lower income to spend as a consequence of the monopolist’s actions, then no higher market demand will appear. But since people from each side of the distribution effect may have different preferences regarding the composition of their spending, the monopolist as an income spender can conceivably push the demand up for one or several goods. Therefore, some factors employed there can gain from it, while demand schedules in other sectors will be lower.[31]


  The owners of factor 8 are very fortunate. They are a possible—almost miraculous—anomaly and are represented here just for the sake of completeness. The price of factor 8 is not reduced in the monopoly situation and the monopolist cannot extract from them a monopoly gain though he uses the factor. The reason is the following. It is not specific to the production of A but can be employed in the production of good E, the demand for which is higher than in the free market because of the monopolist or the people who have elastic demand schedules for the monopolized good above its free market price. Its DMVP there, and its general DMVP schedule as well, then compensates for the downward pressure related to the monopolist’s restriction. He rents fewer units of them and earns his monopoly gain from the consumers and other factors, but these units of factor 8 are employed at the free market price because of the additional spending on goods E that they produce. Conceivably, in an even more extreme case, factor 8 could even command a higher price than in the free market if its DMVP schedule in the expanded industry were even higher (e.g., because the monopolist spends all his monopoly income there), and if the monopolist would still have an incentive to pay him such a high price. He would have the incentive if this higher price were more than compensated by some sharp reduction in his expenses on other factors (e.g., if many of them are purely specific and without reservation demand).


  The table below recapitulates for each and every factor with the “+”, “-” and “0” signs when factors’ DMVP schedules and prices are higher, lower or the same under monopoly than under free market conditions.


Table 1


  [image: Mera_Table1.ai]


  To summarize, the mirror image in original factors’ markets of a monopoly price for a product with an inelastic demand schedule above the free market price is the following. Some factors will command lower prices for their services than in the free market if


  1. they are specific to the monopolized industry


  2. their general DMVP schedule is lower as a result of the overall lower position of demand schedules for the goods they help to produce


  3. their general DMVP schedule is unchanged, but the factor is under monopolistic pressure.[32]


  Some factors will command their free market prices if a downward pressure in some sectors is paralleled by an upward pressure somewhere else. Finally, some factors may command higher prices thanks to the monopolist’s additional spending, thanks to additional spending of buyers who have an elastic demand schedule for the monopolized good, or if they are complementary to displaced factors in industries consequently expanding.


  The Macroeconomic Picture: Aggregate Impact on Original Factors’ Incomes and Prices


  Since some factors may command a higher price for their services while others will command the same or lower prices, it would then seem there is no systematic impact of monopoly on original factors’ prices. As in any usual other case of intervention covered by Mises and Rothbard, some laborers and landowners lose while others win. However, such a conclusion would overlook decisive facts. First, it should be clear that most cases above of higher prices, though conceivable, require some empirically heroic hypothesis. Second, there can hardly be any doubt about the aggregate impact on factor prices. We know that net income in the economy over a period of time equals consumption spending for this period.[33] Given time preferences and unchanged demand and supply schedules for money, aggregate consumption spending stays the same. But then, for the monopolist to gain additional monetary revenue compared to what he would earn on the free market, other incomes have to be curtailed in the same process of production and/or elsewhere.


  As we have seen, the originary interest rate and investment spending do not need to be altered.[34] Therefore interest income is not altered and land and labor factors must bear the brunt. Though some of them may gain in the process, aggregate land and labor income must be reduced as a counterpart to the existence of a monopoly gain somewhere. And since the stock of labor and land factors are the same, this implies an overall tendency toward lower prices for these factors.[35], [36]


  General Impact on Labor Factors As Compared to Land Factors


  Finally, it is important to stress that the downward pressure on the original factors’ prices is distributed throughout the economy and not limited to what happens in the monopolized sector since, as we have seen, one must take into account the interrelations between markets involved in the monopoly pattern of action. It may even be more widespread for labor factors than for land. Empirically, human beings embody the capacity of selling their services as different labor factors, of different quantities and qualities depending on the abilities of each. As Rothbard showed, such an empirical fact implies a particular connection between all labor markets:


  Labor, though hardly homogeneous, is a peculiarly nonspecific factor. Therefore, higher wage rates for one set of factors will tend to stimulate other laborers to train themselves or bestir themselves to enter this particular “market.” Since skills differ, this does not mean that all wages will be equalized. It does mean, however, that general supply curves for a labor factor will also be forward sloping.” (Rothbard 2004, p. 573, emphasis in the original)



  Because of this connection and taking due account of substitution effects between factors, the downward pressure on labor prices implied in the monopolist policy framework, though consequently mitigated,[37] will be even more widespread in the economy than we have suggested it to be.


  CONCLUSION


  The aim of this paper was to show that and explain how grants of monopolistic privileges to capitalists can lower labor and land factors’ prices compared to what would prevail in a free market environment. We explain how monopoly gains of privileged business owners are not only “extracted” from their clients but also from factor owners. In so doing, we revisit Rothbardian monopoly price theory and extend it to the realm of factor pricing to obtain a more integrated understanding of monopoly theory. Monopolistic grants to capitalists make for market situations where both monopoly of demand for factors and monopoly of supply for their product are present and inextricably intertwined. As a consequence, we conclude that monopoly price for a product implies lower prices for its factors. Combined with established considerations regarding inelasticity of demand for the monopolized product, its impact on markets for substitutes and the interdependence of factor markets (in particular labor markets), we show how grants of privileges to capitalists can trigger an overall downward pressure on original factor prices.


  The implications might be numerous and point out toward further researches in pure theory and history. First, it is clear that the widespread impact of monopoly would barely be existent if we only had a small monopoly island in the middle of a free market ocean. More privileges granted to capitalists in different sectors imply a greater tendency for monopoly prices to prevail and a more drastic downward pressure on factor prices. But how far can it go? Undoubtedly, the whole array of prices could not become a monopoly price structure. As Mises explains, under a system of all-around monopolistic privileges (under corporativism or the guild system), there is nothing left of a market economy. There are no prices in the catallactic sense. Therefore, there are neither free market prices (obviously) nor monopoly prices in such a world.[38] But some questions remain: how far can the monopoly price scheme and the related downward pressure on factor prices conceivably be pushed before we enter the world of corporativism? And can we establish in more detail what fate is reserved for original factors beyond this limit and under corporativism or socialism?


  Second, our study should make clear that insofar as Austrian criticisms of the Marxist theory of surplus value are correct, it does not follow that one should throw out the “exploitation of labor” baby with the Marxist bathwater.[39] Under monopoly, land and especially labor can indeed be “exploited” in the sense that they can be paid under their free market level as a consequence of coercion. They can be “underpaid” either because their employers are able to underbid factors below their discounted marginal productivity level[40] and/or because their marginal productivity schedules are lowered as a by-product of coercion, as we have seen above. The corresponding redistribution in favor of some capitalists implies in turn a relative “proletarianization” of some workers. These are all the laborers whose lower wages are not compensated by higher incomes coming from some investments in the privileged sectors, either because their monopoly gains are not high enough, because they have no money invested in these sectors, because the gains have already been capitalized before they came, or because they are not investors at all (usually the lowest-paid workers). With a lower total monetary income, they are less likely to present themselves as investors on the time market and the distribution of catallactic functions among people tends to become more rigid. These insights may provide for a “missing link” in previous Austrian-informed political economy essays such as Hoppe (2006) and Grinder & Hagel III (1977), which intended, among other things, to outline a general theory of who benefits and who suffers from “State Capitalism.”


  Third, a thorough analysis of interactions between these monopolistic grants and other interventions in the market that may conceivably compound their effects or counteract each other to some extent would be required. Finally, based on such a big theoretical picture, one would then be able to make an empirical assessment of how far monopoly and exploitation of original factors went in the real world, past and present, here, there and everywhere.
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  [3] See also Rothbard (2004, pp. 717–18).


  [4] “Socialism” is to be understood here in the sense Mises uses, as a society in which means of production are state-owned, and does not necessarily imply any kind of egalitarianism.


  [5] This is obviously true for the taxation and public spending process. Cf. Rothbard (2004 pp. 1152–53) for example. One could also consider the classic case of a maximum price control for a product. If it is effective, would-be buyers at the control price will have to face a shortage. What does this imply regarding factor pricing? The profitable production level is lower than without price control. If entrepreneurs correctly anticipate this, their demand schedules for factors will be lower in this industry. However, this does not automatically translate into lower prices for these factors. The frustrated demand for the product will be reshuffled elsewhere. Specific factors in the expanding sectors will certainly see their prices rise as a consequence, as well as some non-specific factors. Furthermore, depending on the cases, the factors displaced from the controlled sector may not earn less elsewhere if they can be employed in the industries where demand is reshuffled since their discounted marginal value productivity schedules will increase there.


  [6] See Rothbard (2004, pp. 661–704 and pp. 1089–93). This theory is a modified version of Mises’s views on the topic. See Mises (1998a, pp. 354–85) and Mises (1998b). Whatever the versions considered, they must not be confused with the view on monopoly that one can find in most textbooks these days. The standard textbook view on monopoly is actually a special case of a different and more general theory, namely the so-called theory of “monopolistic competition.”


  [7] Quoted in Rothbard (2004, pp. 668–69).


  [8] Aggression is understood here as uninvited border-crossing on someone’s property acquired through the first user-first owner rule and subsequent voluntary exchanges and gifts. On the nature of property and aggression, see Rothbard (2004, pp. 84–102 and pp. 169–75).


  [9] See Rothbard (2004, pp. 1092–93).


  [10] Mises (1998a, p. 359) explains that this can be the case even when all the sellers do not act as one, provided the entente owns a significant enough part of the supply. This is the “incomplete monopoly.” Another condition is that the monopolist is not in a position or not willing to discriminate among the buyers. One could add that an explicit agreement may not be necessary. All that is really indispensable once the stock has been produced is that the demand schedules to individual sellers become inelastic as a consequence of monopolistic restrictions.


  [11] For Mises, as for almost all authors who wrote on this topic, one can conceive of a monopoly price that would be distinct from a “competitive” price in the free market. In other words, the first requirement we mentioned above would not be necessary and the monopoly price theory would not be a theory of interventionism. Only inelasticity of demand and collusion would be required. The reason why Rothbard (2004, pp. 687–98) thinks the theory can be valid only in the context of a market hampered by state intervention or private coercion can be summarized as follows.


  Let us postulate a purely free market society unhampered by coercion. An investor considers where to invest his money. Let us assume he finds himself as the sole seller of the kind of good he decides to produce. We are in the presence of a monopoly in the sense of a unique seller of a good but we know from Mises’s theory that this is not a sufficient condition to have a monopoly price. The question is then: does he get a monopoly price or a competitive price? Rothbard’s answer is definitive: whatever possibility we consider, competitive or monopoly price, the seller chooses to offer the quantity that he can sell at a point above which the demand is “elastic.” There is no higher price allowing further total revenue, which means that both situations are impossible to differentiate as the seller is in the same position vis-à-vis demand. If no difference is identifiable between two things, not only practically but even in principle, no conceptual distinction holds between the two. Therefore, in a free market there cannot be any competitive or monopoly prices. There are only free market prices.


  For a defense and elaboration of Mises’s view, see Kirzner (1973, pp. 19–23, and pp. 88–134). For a defense and elaborations of Rothbard’s views, see Armentano (1988), Armentano (1999, pp. 47–50), Block (1977), Costea (2003), and Hoppe (1989, pp. 167–86).


  [12] See on this Salerno (2003) with particular application to monopoly price theory and its development.


  [13] Monopoly price theory can conceivably apply to labor factors too. In that case, there would be no question of past costs in their production. However, we focus here on goods produced with the help of previously produced production factors and original factors, in a traditional capitalist firm. Capitalists rent labor and other factors (or buy other factors) in advance of the sale of the product, in exchange for their productive services in the meantime.


  [14] There is no reason why the expectations of entrepreneurs should necessarily be successful or erroneous. However, this is always true, with or without monopoly, since success and errors are ever-present possibilities of action. See on equilibration and arbitrage Hülsmann (2000, pp. 16–17). This is why we do not mention as a special requirement for the emergence of monopoly price Mises’s idea of a “monopolist’s ability to discover such prices,” and Rothbard does not mention it anyway. There is nothing special about the monopolist trying to figure out what will be the demand for its product. Every producer-future seller has to do that, can succeed or fail and accordingly reaps profits or suffers losses.


  [15] According to Rothbard (2004, p. 674, footnote 39) this holds true unless average expenses decrease enough in the relevant range of the scale of production to make the free market level of production and free market price more attractive. This proviso is highly problematic. If it were true, it would mean that the producer would deliberately sell at a price above which the demand is inelastic, a point at which total income from the sale would be lower. Therefore, in order for this point to be the most remunerative, average expenses would have to fall so much as to make total expenses diminish even more than total income. Now no actor would deliberately operate in such a region. Furthermore, even if he was choosing to produce the free market quantity, it would still not make sense to sell the entire stock while he can have a higher total income with a higher than competitive price by restricting sales.


  [16] Both Rothbard and Mises have repeatedly insisted on inelasticity of demand as a necessary requirement for a monopoly price to emerge. However, it is clear from the section on the role of increasing and decreasing average spending in Mises (1998b, pp. 6–7), that inelasticity of demand is not a necessary criterion. Mises draws a table with hypothetical figures showing increasing average expenses. There are four prices considered, 5, 6, 7 and 8 monetary units per unit of product and a higher price always implies lower proceeds: the demand is elastic on whatever range we consider. Mises decides 5 is the competitive price. According to the inelasticity criterion, there is therefore no room for a monopoly price. But Mises writes that “the monopoly price most favorable to the monopolist is 7” (6, 7 and 8 are monopoly prices)! The reason of course is that, given the figures he chooses, the expenses required diminish more than the proceeds when one reduces the scale of production. See also Vernon Mund (1933, pp. 130–32) on the role of increasing and decreasing average expenses for production.


  Rothbard claimed in Power and Market that “The monopolist, as a receiver of a monopoly privilege, will be able to achieve a monopoly price for the product if his demand curve is inelastic, or sufficiently less elastic, above the free-market price” (Rothbard 2004, p. 1090), while he omitted the “sufficiently less elastic” condition in an otherwise similarly worded passage in his previously published Man, Economy, and State (Rothbard 2004, p. 904). He did not explain the addition in Power and Market but one can certainly see that it makes perfect sense, and why, in light of Mises’s example above.


  It should be noticed too that in the original exposition of monopoly price theory, Menger does not claim that demand should necessarily be inelastic above the competitive price for a monopoly price to emerge though the numerical example he gives focuses only on demand for the product and therefore requires inelasticity of demand. Instead, he briefly mentions production as a part of the general problem and states in this context that the relevant consideration is the “maximum profit” for the monopolist, not the highest proceeds, and that the monopolist restricts the supply produced and sold in so far as his “profits” are positively affected by such a restriction (Menger 1994, pp. 211–16). This is perfectly compatible with elasticity of demand provided average expenses fall enough when production is restricted. Confusion can be easily avoided with the help of Frank Fetter’s distinction between a “crude monopoly price” and a “monopoly price.” See Fetter (1915, pp. 80–84). The crude monopoly price yields the maximum gross receipts given an already produced stock and therefore requires an inelastic demand. The monopoly price yields the maximum net benefit and therefore does not require inelasticity.


  [17] See Mises’s first quote on page 52.


  [18] Wieser does not draw on this to build the integrated and unified theory of monopoly with demand-monopoly and supply-monopoly as two sides of the same coin that we propose, but he certainly enters the path toward this integration. One must realize that Wieser’s point is praxeological and can therefore be considered as a part of pure economic theory, provided that one keeps in mind Rothbard’s caveat that it applies only to coercive interventions in the market.


  [19] See Rothbard (2004, p. 718).


  [20] One could object, with Fritz Machlup, (1967, p. 40) to the idea of monopoly of supply for products implying monopoly of demand or “monopsony” for their factors that someone might be the sole seller of a good and be one among many buyers of the factors required in its production. However, Machlup’s stricture that “there is nothing in the logic of things or in the reality of economic conditions that necessarily makes a monopolist also a monopsonist” would not follow. Machlup’s point is explicitly dependent on the neo-classical framework of “pure and perfect competition.” Starting from there, imperfect competition in the product’s market can conceivably be introduced while pure and perfect competition would still prevail in the factors’ markets. Being a monopolist in the market for the product would not alter one’s position as a “price-taker” as far as factor prices are concerned. However, once we recognize with Rothbard that pure and perfect competition and the “logic of things” are incompatible—in other words, that pure and perfect competition cannot exist and that there can never be any pure price-taker in the real world—the idea of an independence of a capitalist’s position as a seller and his position as a buyer vanishes. Furthermore, even in the neo-classical framework, the situation is not as clear as Machlup suggests. Since the monopolist’s demand for a factor is supposed to diminish, the total demand for the factor is lowered and its market price lowered as the new total demand meets the total supply schedule at a lower price. Then each firm competing for the use of this factor in different uses must still face a perfectly elastic supply schedule but this schedule has shifted. See on this Bellante and Jackson (1983, p. 189).


  [21] Saying that the restriction on buying allows the price to fall does not imply that this lower price is a monopoly or “monopsony” price. In the market for the product, price could rise because of a restriction on sales (a “monopoly” according to Lord Coke’s definition above) without the new price being a monopoly price. Prohibition of imports in a certain area for example could bring about such an outcome, not because sellers would then be able to find an agreement and exploit an inelastic market demand but because some efficient firms would have been excluded and only “high-costs” firms would remain. We would not call such a higher price a monopoly price. In other words, even if monopoly has an impact on price, be it a monopoly of supply or demand, monopoly is not sufficient for a monopoly/monopsony price to emerge.


  [22] This is not strictly correct. As we will see below, in some unlikely cases, the monopolist will not be able to pay lower prices for factors he uses.


  [23] In the case of a “monopoly price” reached without an inelastic demand, this would of course not be true anymore and one would find here a result similar to what happens in the case of the maximum price control, except that the higher demands triggered in other sectors would not be high enough to entirely counteract the downward pressure. See below why this must be the case.


  [24] For this reason, from now on, we will focus exclusively on original factors’ prices. However, one must keep in mind that to the extent that lower prices for capital goods were not anticipated by the capitalists who invested in their production, original factors do not suffer. Their employers make losses instead, at least in the “short run,” a short run that may conceivably last for years, until they are entirely imputed backward to the original factors. On the other hand, the shift is immediate and complete when no one errs in anticipating the prices for capital goods.


  [25] I am indebted to Joseph Salerno for this point.


  [26] We assume here that overall consumption stays the same. The only thing that is different between the two situations compared is free entry or hampered entry in producing and selling good A. No preferences need to be different and accordingly, neither the ratio of consumption vs. investment spending nor the relation between the money supply and the money demand need to be affected, at least to begin with.


  [27] It should be noticed that the downward pressure in sector B translates into a higher factor supply schedule in sector A. Actually, it should be clear that in both sectors, the restrictive pressure pushes away the factor so that there might not be a transfer of units from A to B but from A and B to nowhere, unemployment that is. This is accounted for in the forward sloping nature of the general supply schedule of the factor for all its uses.


  [28] However, if every future development were anticipated from the start, only the first owner of the grant would benefit since the monopoly gains would be capitalized into the price of the company’s shares afterward.


  [29] I am indebted to G.P. Manish for bringing my attention to this insight. The market demand for the monopolized good is the sum of its components, the individual demand schedules. That the market demand would be inelastic above the free market price does not require that each and every individual schedule should be.


  [30] I am indebted to Philipp Bagus for bringing to my attention this consideration.


  [31] Again, we assume here that the overall proportion of consumption in total spending is not affected.


  [32] One must realize, as shown in the table above with factor 1 and factor 3 that a lower general DMVP schedule is not necessary to have a lower price. In the monopolized sector, the DMVP schedule for the factor—the maximum buying prices schedule for each hypothetical quantity that is—remains unaffected. The point is, absent competition, the capitalist does not have to pay his maximum buying price for the marginal unit. Conceivably, price could be lower even with a higher DMVP schedule provided it is not high enough to compensate for the downward pressure coming from the monopolized sector.


  [33] See Rothbard (2004) for discussions of these aggregates and the description of the structure of production, in particular chaps. 5, 6 and 8 of Man, Economy, and State.


  [34] Admittedly, they could be altered because of the redistribution implied. The beneficiaries may be more or less present-oriented than the losers. But since no systematic impact can be predicted in either way, we assume that this remains unchanged to concentrate on consequences that can be unambiguously displayed. We assume that the altered pattern of spending on investment and consumption by the monopolist is counterbalanced by a symmetric alteration in the spending pattern of the losers so that aggregate consumption and investment, as well as the originary interest rate, are the same in both worlds. And in any case, even if interest is changed, factors’ incomes are still reduced compared to what they would be with an identical change in intertemporal spending that would have occurred for other reasons than monopolistic restrictions.


  [35] Actually, this is true even in the case of a monopoly price reached with an elastic demand schedule above the free market price. Granted, the tendency will not be as obvious because higher demands in other sectors will trigger higher factor prices there. But they cannot rise enough to cancel a fall in aggregate land and labor income because it remains true that if a monopoly gain emerges somewhere, aggregate land and labor income have to fall, with a given net social income.


  [36] Another related consequence is the following. Insofar as some units of factors will leave production as they become submarginal, overall physical production will be reduced and individuals will have to suffer such an impact as consumers. This is again an illustration of equivalence between taxation and regulation. As taxes reduce the owners of factors’ incentives to put them into productive use for a market or to get them in the first place, production for the market is reduced and a mutually beneficial division of labor between members of society is forced out of existence. Taxation and monopolistic grants of privilege ultimately carry the same destructive power.


  [37] The higher the elasticity of the supply curves, the less room there is for the employer to lower the price paid. Most economists would put it this way: in the “long run,” supply curves are more elastic than in the “short run,” so that the monopoly gain extracted from each unit of the factor is lower.


  [38] See Mises (1998a, p. 816).


  [39] See Marx (1969), Marx (1990, chap. 1) and Austrian answers in Böhm-Bawerk (1959, chap. XII) and Hoppe (2006, p. 122).


  [40] Factors could be paid under their DMVP in a free market but this would be the consequence of entrepreneurial errors. The point here is that even without such errors, factors would not get their full DMVP under monopoly.
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        ABSTRACT: We examine the strict preference approach to the interpretation of human action and the assertion that a choice cannot be made between actions in which the actor is indifferent to the outcomes. We show that this view is incompatible with decision problems involving equally optimal actions and we examine various attempts to avoid the existence of these decision problems. We argue that attempts to avoid these decision problems are contrary to the causal-realist approach and lead to unnecessary confusion about the nature of choice and indifference. We show that the alternative approach of using non-strict preferences allows indifference to be given a praxeological interpretation and derived directly from non-strict preference relations as a praxeological category. This leads to a sensible approach to economic analysis that is compatible with the causal-realist approach of the Austrian school. This also avoids the attendant problems of the strict preference approach and allows decision problems to be described in accordance with ordinary language.

      


      Indifference and choice are surprisingly tricky issues in economics. They have been the subjects of much debate, particularly within the literature of the Austrian school. At the core of the matter is the question of whether indifference has any praxeological meaning or whether its meaning is purely psychological, a matter which falls outside the domain of economics. This question has important ramifications, at least for the proper exposition of economic theory. Since praxeology is concerned with intentional action, a praxeological concept of indifference has implications for the relationship between indifference and choice. Most particularly, it determines whether choice of an action contradicts indifference between that action and other foregone actions.


      The praxeological conception of indifference between actions is naturally suggested by the subjective theory of value expounded by Carl Menger, which stresses that goods attain value—and therefore equality or inequality of value—only through their serviceability to our needs. According to Menger (2007):


      
        In the value of goods, ...we always encounter merely the significance we assign to the satisfaction of our needs—that is, to our lives and well-being. If I have adequately described the nature of the value of goods, if it has been established that in the final analysis only the satisfaction of our needs has importance to us, and if it has been established too that the value of all goods is merely an imputation of this importance to economic goods, then the differences we observe in the magnitude of value of different goods in actual life can only be founded on differences in the magnitude of importance of the satisfactions that depend on our command of these goods. (pp. 121–22)

      


      This suggests that a praxeological conception of indifference between actions must be understood in terms of equality of the magnitude of importance of the satisfactions of needs obtained by these different actions. That is, we are indifferent between two actions when we judge that there is no difference in the magnitude of the satisfactions of needs obtained from those actions (the actual needs may be different, but the magnitude of the satisfactions from these needs must be equal). Similarly, we are indifferent between two goods when we judge that there is no difference in the magnitude of the satisfactions of needs that depend on our command of those goods.


      In addition to a praxeological conception of indifference, the subjective theory of value can also be used to obtain a praxeological conception of homogeneity. This approach was recently expounded in Machaj (2009) where the author explains:


      
        How can we define homogeneity in this framework? It’s very easy—two objects are homogeneous if they both can serve the same end. If so, it follows these are two units of the same supply, because they are capable of satisfying the particular need. From the point of view of an actor’s particular need they are homogeneous and interchangeable or equally serviceable. It does not have anything to do with psychological considerations or physical characteristics, but rather with the possibilities of action....

      


      
        This solution rejects the neoclassical concept of indifference and saves the concept of homogeneity.... All this solution offers is the concept of homogeneity in the Mengerian tradition without falling into the murky waters of psychology. (pp. 234–35; some emphases removed; spelling corrected)

      


      Under this approach, homogeneity and indifference are both praxeological and are directly related in praxeological terms. Different goods are homogeneous if command of those goods allows the satisfaction of the same needs. Since value is derived solely from this satisfaction, this means that homogeneity implies indifference, though the converse is not true (i.e., it is possible to be indifferent between goods that are not homogeneous).[2]


      Now for the tricky part: While the praxeological conception of indifference and homogeneity might seem perfectly natural for followers of the Austrian school, it implies that choices can be made between indifferent alternatives, something which flies in the face of the preference theory maintained by many eminent Austrian school economists. It is clearly possible for different goods to be equally serviceable to our needs, and for us to judge them so. Moreover, it would seem to be possible to make choices between these goods (later we will consider and refute an argument denying this). But if this is the case, then a praxeological conception of indifference and homogeneity implies that choice between indifferent alternatives is possible—in fact, it would appear to occur very often.


      STRICT AND NON-STRICT PREFERENCE ORDERINGS


      The possibility of choice between indifference outcomes is accommodated within the general framework of standard mathematical expositions of preference and action. These presentations use the concept of a “preference ordering” on a set of possible outcomes of action, where this ordering is interpreted as meaning that certain outcomes are regarded as “no worse than” other outcomes, with respect to the ex ante preferences of the decision maker.[3] Action by the decision maker then establishes the existence and direction of these relations, in that it establishes that the outcome of the chosen action is no worse than the outcomes of the actions which were foregone—this is the law of “revealed preference”.


      Under this approach, the primary relation established by action is the “no worse than” relation, which is the absence of a strict preference contradicting the action taken. This relation is an example of a non-strict preference ordering (also sometimes called a weak preference) in that it includes the possibility that the decision maker is indifferent between the chosen action and one or more foregone actions. Strict preferences and indifference between outcomes are then regarded as derivatives of this primary relation, and can be explained in terms of this relation (the standard mathematical presentation of this subject is given in the Appendix).


      One plausible alternative to this non-strict preference approach, and the one adopted by many eminent Austrian school economists, is to treat action as demonstrating a strict preference for the chosen end (also sometimes called a strong preference). That is, to take an action in pursuit of some end as meaning that the outcome pursued is regarded as strictly “better than” other outcomes which were not pursued, again with respect to the ex ante preferences of the decision maker. This position denies the possibility of choice between actions in cases where the actor is indifferent between the outcomes.


      THE AUSTRIAN SCHOOL APPROACH TO INDIFFERENCE


      It is unclear whether the strict preference approach is the established Austrian school viewpoint or not. Mises (1998) does not appear to explicitly consider the distinction between strict and non-strict preferences in his analysis of human action, saying only that “[s]trictly speaking the end, goal, or aim of any action is always the relief from a felt uneasiness” (p. 93).[4] Some incidental remarks that could be interpreted as support for the strict preference approach are found in Mises (1980), though these remarks are ambiguous and are also obiter dicta.[5] Whatever Mises view of the matter, the strict preference viewpoint has been adopted by some later Austrian school economists. In particular, Rothbard (1997) explains the theory of action and indifference as follows:


      
        Indifference can never be demonstrated by action. Quite the contrary. Every action necessarily signifies some choice, and every choice signifies a definite preference. Action specifically implies the contrary of indifference.... If a person is really indifferent between two alternatives, then he cannot and will not choose between them. Indifference is therefore never relevant for action and cannot be demonstrated in action. (p. 87)

      


      This strict preference conception of human action has also been explicitly adopted in Hoppe (2005) and Block (2009a) in debate over preference and indifference, with both authors referring with approval to the Rothbardian view.


      As we have seen, the denial of the possibility of choice under indifference contradicts the use of a praxeological conception of indifference and homogeneity. This opens up the question of whether or not indifference is a tool that can properly be used in the Austrian school’s theory of economics at all. Rothbard is in no doubt about the answer, saying: “[t]here is ...no role for the concept of indifference in economics or in any other praxeological science” (Rothbard 2004, p. 307). But this presents a potential problem: that of forming the notion of homogeneity, and the consequent notion of “units of a commodity.” Nozick (1977) criticizes the Austrian school for their allegedly implicit use of indifference in this task (see also Caplan 1999):


      
        ...the Austrian theorists need the notion of indifference to explain and mark off the notion of a commodity, and of a unit of a commodity.... Without the notion of indifference, and, hence, of an equivalence class of things, we cannot have the notion of a commodity, or of a unit of a commodity; without the notion of a unit (“an interchangeable unit”) of a commodity, we have no way to state the law of (diminishing) marginal utility. (pp. 370–71)

      


      This critique presents a serious challenge to Austrian school economists who adopt the strict preference view. If it is correct, it requires that they either reverse their position on indifference, or abandon the notion of homogeneous goods and the entire marginalist revolution of Menger.


      Nozick’s critique has been taken up in previous analysis in Block (1980), Hülsmann (1999), Hoppe (2005), and in recent debate in Block (2009a) and Hoppe (2009). It receives further attention in Block (2009b) where the author rejects the praxeological conception of indifference and homogeneity, admitting that “If homogeneity is praxeological, if it is really equally serviceable, then Nozick and the critics are correct; Austrians must jettison either the law of diminishing marginal utility, or, embrace indifference” (pp. 69–70).


      While the responses contained in these papers have been useful in clarifying some ways in which one can proceed from the strict preference approach, the result, as this paper will argue, has been to construct a rather strange interpretation of indifference and choice, consisting of assertions about choice and action that are contrary to the plain meaning of the terms and contrary to the Mengerian causal-realist approach which exemplifies the Austrian school.


      It is the purpose of this paper to argue that the root of the problem is that the strict preference approach adopted by Rothbard and subsequent Austrian school economists is mistaken and the non-strict preference approach is correct—that is, that people can and do choose between alternatives to which they are indifferent. This view leads to a praxeological conception of preference and indifference under which neither is the primary relation established directly from action. Instead the primary praxeological category established by action is a judgment of non-preference for one action over another, as is used as the basis for standard mathematical models of preference and indifference. Strict preference and indifference can then both be derived through consideration of various combinations of non-preference, and can both properly be regarded as praxeological relations. While non-preference is observed directly, strict preference and indifference cannot be inferred solely from observed actions and must instead be inferred counterfactually.


      EQUALLY OPTIMAL MUTUALLY EXCLUSIVE ACTIONS


      To establish this claim, let us first consider the basic process by which hypotheses can be tested, and accepted or rejected. The essence of this process is built on the fact that contradictions do not exist in reality, so that any contradictory finding manifests an error. Thus, if one begins with several mutually exclusive hypotheses, and the law of non-contradiction, one can deductively eliminate false hypotheses by determining when these hypotheses contradict known facts of reality.


      In the case of preference and indifference, we must therefore ask: does a choice of a particular action contradict the possibility that the actor is indifferent between the action taken, and some action foregone? Rothbard clearly thinks that it does; in remarking on the use of indifference maps in contemporary mathematical economics, he says, “The crucial fallacy is that “indifference” cannot be a basis for action” (Rothbard 2004, p. 307, emphasis removed). Hoppe (2005) agrees with this view, and further elaborates on the reasons, saying that “...any attempt to explain why one chooses to do x rather than y with reference to indifference rather than preference strikes one as a logical absurdity, a ‘category mistake’” (p. 87).


      Now, it is certainly true that indifference cannot “be a basis” for action and cannot explain the action; this much is freely admitted by Machaj (2009) in his exposition of the praxeological conception of homogeneity. It is also true that an attempt to explain a choice by reference to indifference is absurd. But this does not rule out the possibility of choice under indifference, so long as there is some other explanation for the choice, some other basis for the action. If this can be established, then we avoid this alleged “category mistake.”


      To see that this is possible, consider the situation in which there are two or more actions which are regarded by the actor as equally optimal actions—that is, the actor is indifferent between the outcomes of these actions, but strictly prefers any of those outcomes to the outcomes of any other available actions. In such a situation, a choice of one of the equally optimal actions is required in order to avoid the other, less preferred alternatives. To adopt the words of Mises, the aim of the action is “...the relief from a felt uneasiness,” the uneasiness in this case being the alternative less preferred outcomes of the other available actions.


      Thus, in such a case, the actor will take one of the equally optimal actions. Because there are several of these actions and they are mutually exclusive, there is no choice but to forgo one (or more) of these actions in order to take another, notwithstanding indifference between them. Here the explanation for the chosen action is not by reference to indifference, but rather, by reference to preference—the preference for any one of these actions over all the available alternatives.


      To take an example used in Hoppe and Block’s debate on indifference, suppose that a mother sees her two young sons Peter and Paul drowning, and has time to rescue only one of them. In this situation she has three choices: rescue Peter, rescue Paul, or do not rescue either of them. Put in terms of the consequences of her actions, these three choices amount to:


      A Paul drowns;


      B Peter drowns; or


      C Peter and Paul both drown (the conjunction of A and B).


      Now, since parents do not want their children to die, it is clear that A and B will each be preferred to their conjunction, C. If the mother loves her sons equally and is indifferent between outcomes A and B then the options of rescuing Peter or rescuing Paul are equally optimal—both are preferred to the other available alternative. In this case, despite her equal love for her sons, the poor distressed mother will nonetheless be forced to rescue either Peter or Paul, in order to avoid the deaths of both of them.


      One important special case of a decision problem involving equally optimal actions is the case where the actor is indifferent to all the available actions (and there is more than one), including the action of “doing nothing.” For example, a medieval convict shackled to a cell wall, may be completely indifferent between the available actions of “doing nothing” and “rocking side to side.” If this is the case, then he simply must take one action or another, not because the outcomes of these actions are preferred to some other outcome, but because this exhausts all the possible actions available to him, including “inaction.” Here the explanation for the chosen action is not by reference to indifference, but rather, by reference to impossibility—it is simply not possible to choose an action outside the class of equally optimal actions.


      WAYS OF GETTING AROUND THE PROBLEM OF EQUALLY OPTIMAL ACTIONS


      The case of equally optimal actions which are preferred to some alternative, or which exhaust all available actions, is very problematic to the strict preference viewpoint, which holds that choice under indifference is impossible. Indeed, if not rebutted, it presents a fatal case against the strict preference approach.


      Interpreted mathematically, the problem of equally optimal actions is represented by the following decision problem. Suppose we have a decision space (S, ≽) consisting of a set of available actions S and a non-strict preference ordering ≽ which induces an indifference relation ∼ and a strict preference ordering ≻ (see the Appendix for more details; also Takayama 1985, pp. 175–79). The problem of equally optimal actions occurs when the decision space (S, ≽) is such that:


      a. There exist some actions a,b∈S such that a∼b and a≽c for all c∈S (this also implies that b≽c for all c∈S).


      Under this condition, actions a and b would be equally optimal actions. To see why this would be fatal to the strict preference approach, we note that this approach asserts that the chosen action x∈S is such that x≻y for all other actions y∈S. But this is contradicted by the above condition, which implies that either x≼a or x≼b (or both).


      It is clear that the strict preference approach must, in one way or another, deny the possibility that such a decision problem can ever exist. Now, since the decision problem in question is formed by the structure of a decision space composed of two elements (the set of available actions and the preference relation), there are only two ways of doing this. One is to deny that the preference relation ≽ can be structured so as to obtain an equally optimal action problem. The other is to deny that the set of available actions S can be structured so as to obtain an equally optimal action problem. Of course, there may be any number of particular arguments asserting these general conditions. However, all arguments against the existence of equally optimal action problems must fall within one or both of these categories.


      Rothbard (2004) denies the possibility of equally optimal actions as follows:


      
        Since indifference is not relevant to human action, it follows that two alternatives for choice cannot be ranked equally on an individual’s value scale. If they are really ranked equally, then they cannot be alternatives for choice, and are therefore not relevant to action. Hence, not only are alternatives ranked ordinally on every man’s value scale, but they are ranked without ties; i.e., every alternative has a different rank. (pp. 309–10)

      


      Looking at this statement, we can see that Rothbard is making the following two assertions (assuming comparability of all actions):


      b. If S is such that a,b∈S then ≽ must be such that a≁b; and


      c. If ≽ is such that a∼b then S must be such that a∉S or b∉S or both.


      Of course, these are actually two ways of expressing the same assertion:


      d. The decision space (S, ≽) is such that a≁b for all a,b∈S.


      Rothbard’s assertion is slightly stronger than is required to deny the equal optimality condition. He not only denies the equal optimality condition, but also the possibility that the decision maker can be indifferent between any of the available actions. This is sufficient, but not necessary, to avoid condition (a) and therefore to save the strict preference approach from the problem of equally optimal actions.


      Having considered the general methods by which one may attempt to avoid equally optimal action problems, we are now in a good position to consider some possible resolutions for this problem which are put forward in Block (1980) and Hoppe (2005) and are further debated in Block (2009a) and Hoppe (2009). Hoppe and Block’s positions represent the two methods by which the existence of the problem of equally optimal actions can be denied. One is to deny that the preference relation can be structured so as to obtain an equally optimal action problem (Block’s approach). The other is to deny that the set of available actions can be structured so as to obtain an equally optimal action problem (Hoppe’s approach). In the former case, it is assumed that the choice itself induces a change in the preference structure, so that there are no longer equally optimal actions. In the latter case, the indifference between the equally optimal outcomes is used to deny that they can properly be regarded as different choices, so that there are again no longer equally optimal actions.


      STRICT PREFERENCE INDUCED AS A RESULT OF CHOICE


      Block (1980) holds that indifference between different actions can exist prior to the choice between them, but, as soon as a choice from the class of equally optimal actions is made by the actor, some preference between the individual actions must be formed, in order to choose one of the actions over the other. In an example involving the sale of one pound of butter from a supply of one-hundred units, Block says:


      
        Before the question of giving up one of the pounds of butter arose, they were all interchangeable units of one commodity, butter. They were all equally useful and valuable to the actor. But then he decided to give up one pound. No longer did he hold, or can he be considered to have held, a homogeneous commodity consisting of butter pound units. Now there are really two commodities... [—the butter that is retained, and the butter that is given up]. (Block 1980, pp. 424–25).

      


      This approach means that the preferences between the units of butter change during the course of the transaction, not as a result of any change in the owner’s view of the serviceability of these units, not as a result of any disparity in their purchasing power or their ability to satisfy his wants, but solely as a result of the necessity of choice, brought about only by the introduction of a more preferred alternative (selling a unit of butter). Under this view, the units of butter were homogeneous before the choice, but are not homogeneous after the choice.[6]


      To this author, this kind of reasoning seems unconvincing, in that it violates the causal-realist approach and reverses the causal relationship between preference and choice—it posits choice as the reason for a change in preference, and not the other way around. Now, while it is true that the praxeological approach uses the notion of preference as an explanatory instrument for actual human action, so that preference is secondary to action in this sense, the actual causal relation between wanting and doing must surely not be made topsy-turvy in order to try to support the strict preference theory.


      The approach of positing choice as the cause of preference cuts forcefully against the grain of the causal-realist method adopted by the Austrian school. Indeed, it runs completely contrary to the causal-realist explanation of the subjective value of goods given in Menger (2007). If goods obtain their value only from their capacity to satisfy our needs, then this requires that any strict preference between goods must follow from some difference in the magnitude of the satisfactions that depend on command of those goods. Under the causal-realist approach, if the actor is genuinely indifferent between each pound of butter prior to the sale, it is difficult to see why his preferences between the units of butter should change during the course of the transaction, unless there has been some underlying change in the satisfactions that can be derived from command of these different units of butter. The mere introduction of another more preferred alternative, if it does not change the relative satisfactions that can be gained from the different units of butter, would not seem to meet this criterion.[7]


      It is important to note that Block’s suggestion of a change in preferences being induced by the act of choice is not contingent on any greater scrutiny being applied to the evaluation of the units of butter once the necessity of choice is evident. So long as the person need not choose between the units of butter, he may make a meticulous comparison of them and conclude his own indifference no matter how conscientiously they are examined and appraised. He may consider them equally serviceable as a unit of payment and equally serviceable in satisfaction of all his wants, so long as he does not currently prefer to make such a payment. But, should he then be put in a position where it is preferable to give up one unit—in payment or otherwise—and he therefore chooses to do so, now—voila—a phenomenon occurs in which his preference between them is altered.


      AMALGAMATING MUTUALLY EXCLUSIVE ACTS INTO A SINGLE “CHOICE”


      Another possible solution to the problem of equally optimal actions is given by Hoppe (2005) following the work of Searle (1984). Unlike Block, Hoppe rejects the view that a choice between equally optimal actions induces a strict preference and instead holds that indifference between outcomes may remain even when a particular action is taken, and another foregone. However, he denies that this constitutes a “choice between” the actions. Instead, his approach in such a case is to interpret the action as a choice of the conjunction of the various specific actions which are equally optimal, amalgamating them into a single chosen action. Hoppe (2005) explains the situation of the drowning children as follows:


      
        ...a mother who sees her equally loved sons Peter and Paul drown and who can only rescue one does not demonstrate that she loves Peter more than Paul if she rescues the former. Instead, she demonstrates that she prefers a (one) rescued child to none. On the other hand, if the correct (preferred) description is that she rescued Peter, then she was not indifferent as regards her sons. (p. 91)

      


      Put in terms of the above taxonomy of actions, Hoppe is saying that, if the mother is indifferent between A and B, then rescuing Peter demonstrates a preference for the exclusive disjunction of A and B (one child drowning) over the conjunction of A and B (both children drowning). In other words, what you regard as the “chosen action” depends on how you frame the choices.[8]


      Hoppe’s explanation of the situation is an ingenious way of attempting to rescue the strict preference approach from the problem of several equally optimal and mutually exclusive actions. Hoppe is claiming that, although the mother rescues Peter, she did not actually choose outcome A. Since she was indifferent between A and B, she could not choose A, and forgo choosing B. Rather, she chose outcome “A or B” even though she actually happened (for whatever reason) to do the specific action that led to outcome A. Thus, by her action of rescuing Peter, she shows that she prefers outcome “A or B” to outcome “A and B”. To Hoppe, the preferred description of the action is that the mother is “rescuing one of her sons,” not “rescuing Peter.”


      This argument is grounded in the fact that actions have both an external-behaviorist and internal-mentalist aspect (Hoppe 2005, pp. 89–90; Searle 1984, pp. 57–58). Two actions can be different even if they are behaviorally identical, so long as the intentions of the actor are different in both cases. To take an example used in Hoppe’s analysis, a walk to Hyde Park may be behaviorally identical to a walk in the general direction of Patagonia, though they are not the same action. Similarly, two different behavioral acts can be regarded as the same action if the intentions of the actor are the same in both cases. Thus, a walk to Hyde Park beginning with the left foot, then the right foot, etc., is the same action as a walk to Hyde Park beginning with the right foot, then the left foot, etc., so long as the actor does not have any particular intention as to which foot to put forward first.


      To understand the implications of this kind of approach, observe that Rothbard only claims that a person cannot “choose between” actions if he is indifferent between them. He does not say that he cannot do one specific thing, and not another. This leaves open the possibility that he could choose the action which is the conjunction of all the equally optimal actions (between which he is indifferent). If Hoppe is correct, and this action is properly to be regarded as a choice of the conjunction, rather than a choice of a particular equally optimal act, then this would indeed remove the problem presented by equally optimal mutually exclusive actions.


      While there is no a priori logical contradiction in Hoppe’s approach, his attempt to rescue the strict preference approach from the problem of equally optimal actions is a gargantuan task. It is not at all enough for Hoppe to establish that specific acts can be properly described in this amalgamated way. To avoid the problem of equally optimal actions, it requires him to show that all cases where a person faces mutually exclusive equally optimal actions should be assessed by regarding the conjunction of these actions as the proper description of the action. Moreover, this must be the case—according to the criteria he adopts—on an examination of the actual external behavior and the internal mental processes of the person in question.


      While the present author agrees with Hoppe’s view that the proper description of an action depends on the intention of the decision maker, it is highly dubious (on this very basis) to assert that all cases of mutually exclusive equally optimal actions should be assessed as yielding a single preferred action which is the conjunction of these distinct acts. Just as a causal-realist approach to subjective value destroys Block’s argument, so too a causal-realist approach to the subjective framing of the set of available actions destroys Hoppe’s argument. It is only by a process of inferring what aspects of the action were in the mind of the actor, and what aspects were not, that we can then say that the choice to move the left foot first, and then the right, or the choice to rescue Peter, and not Paul, was part of the action.[9]


      Hoppe’s position does not demonstrate the impossibility of choice under indifference. Instead, Hoppe takes this as the starting point for his analysis, and uses it to deny any possibility that equally optimal actions can be regarded as distinct choices. Although he refers in detail to the internal-mentalist aspects of action, his merging of optimal actions into a single choice does not appear to follow from any genuine assessment of the internal mental processes of actual people; it applies a capite ad calcem in all equally optimal action problems, mental processes be damned! Thus, just as Block’s approach is contrary to a causal-realist assessment of preference, Hoppe’s approach is contrary to a causal-realist assessment of the framing of decision problems.


      This approach could perhaps be rescued semantically by being careful to define “indifference” and “choice” in a way that ensures that never the twain shall meet. The problem with this is that it imposes a serious restriction on the way in which decision problems can be described, a restriction which bears little resemblance to a causal-realist assessment of decision framing or the ordinary meaning of choice.[10]


      Another, smaller problem with Hoppe’s approach is that it makes the available actions depend on the preferences of the actor, which complicates our description of action. If an actor judges that there are twenty different behavioral options available in a given situation, then Hoppe could not take this as the number of choices. Instead he would be forced to conclude that there are at most twenty choices available and that the actual number of available choices, and their content, depend on the preferences of the actor. Thus different actors, confronted with the same situation, and facing the same constraints, have different “choices” available to them.[11]


      It would certainly be mistaken to claim that that all people are bisexual, on the basis that all select partners from the class of “men and women.” To do this would be to infer indifference between different options from the fact that a choice is made from a class of options. The error in the Hoppean approach is the converse of this: to infer the narrowing of the choice frame from the fact of indifference.[12] Hoppe’s analysis of indifference and choice is certainly compelling and innovative. But it is ultimately at odds with the plain meaning of choice and the causal-realist approach to decision framing. If applied indiscriminately to all equally optimal actions the assessment of choice framing is unconvincing.


      FIXING THE PROBLEM: NON-STRICT PREFERENCE AND THE LAW OF REVEALED PREFERENCE


      It is quite easy to fix all these problems by accepting the possibility of choice under indifference. Rather than reinventing the meaning of ordinary words to try to avoid the problem of equally optimal actions, Austrian school economists can simply accept the full implications of the praxeological conception of indifference and homogeneity, accepting with it the possibility of choice under indifference.


      Contrary to Rothbard and other Austrian school economists who have followed his approach, an action does not demonstrate a definite preference between ends. Indeed, the appellation “law of revealed preference” is misleading, if taken in the strong sense. Human action does not actually reveal strict preferences—instead, it reveals inconsistency with some strict preference possibilities. If a person takes action A, but could have taken action B instead, and didn’t, then this reveals that the ends of action B were not strictly preferred to the ends of action A—after all, if action B were strictly preferred to action A then action B would have been taken. Now, it could be that the person prefers action A to action B, or it could be that he is indifferent between the two. Both are logically consistent with the action taken, and must be so, in order to avoid the problems presented by equally optimal actions. Thus, the law is, more accurately stated, a “law of revealed non-preference” if preference is interpreted in the strict sense. It reveals only that any preference possibilities that would have led to a different action must not be correct.


      Of course, if there were a situation in which all but one strict preference possibility were found to be inconsistent with the observed action or some counterfactual analysis, then that would indeed reveal this particular strict preference to be correct, through a process of elimination. But it is only by this process—not by any more direct method—that a particular strict preference can be revealed. That is, it is through the revealing of the absence of strict preferences that we gain information about other strict and non-strict preferences.


      Continuing the above example, suppose that the mother rescues Peter, allowing her son Paul to drown. This action is inconsistent with the possibility that she strictly prefers Peter drowning to Paul drowning. It is also inconsistent with the possibility that she strictly prefers both of her children drowning to Paul drowning. This is all that is revealed by the action of rescuing Peter. This action is therefore consistent with two possible preference explanations vis-à-vis Peter and Paul: either the mother strictly prefers Peter to Paul, or she is indifferent between the two, but prefers (strictly or non-strictly) to have only one of her sons die than both of them.


      The non-strict preference ordering embodied in this explanation is sufficient to derive the notion of indifference and strict preferences between outcomes. This is because any non-strict ordering relation induces a corresponding equivalence relation and strict ordering relation (see Appendix). Unlike the derivation of indifference from strict preferences, this result does not require any assumption of the comparability of all possible outcomes, a property that should be particularly pleasing to Austrian school economists who are apt to stress the fact that preferences are an explanatory tool for action rather than a set of comprehensive orderings ever-present in the human mind (see e.g., Mises 1998, pp. 94–95).


      INDIFFERENCE AS A PRAXEOLOGICAL CATEGORY


      Under the non-strict preference approach, a choice of a particular action demonstrates that this action is no worse than the available alternatives, assessed in terms of the ex ante judgment of the actor. Thus, the “no worse than” relation is established directly from action—it is the primary praxeological relation embodied in action.


      The relationship between this non-strict preference and indifference is simple. If the actor regards outcome A as “no worse than” outcome B and also regards outcome B as “no worse than” outcome A then the actor is indifferent between outcomes A and B (the converse also applies). Thus, indifference can be established as a derivative of the primary praxeological relation —it is also a praxeological relation.[13]


      Of course, it is never possible to observe indifference manifested in action according to revealed preference. For this would require an actor to choose A over B, and also choose B over A in the same exact context (even at the same time). Clearly this cannot occur, since these two actions are mutually exclusive. However, this is no objection to the formation of the praxeological category of indifference, since these relations still hold from an examination of the nature of human action, not the observation of any particular action. In other words, since we know from action that the “no worse than” relation can exist, this logically implies that the indifference relation also exists, even though we never observe it in action![14]


      Under the non-strict preference approach, the resulting preference ordering directly induces an equivalence relation which is properly interpreted as indifference. This approach is therefore sufficient to establish the notion of indifference and the notion of homogeneous goods, without any of the attendant problems raised against the strict preference approach in this paper. The best interpretation of these is praxeological, following the subjective theory of value in Menger (2007).


      EXPLAINING THE CHOICE BETWEEN ECONOMICALLY IRRELEVANT ALTERNATIVES


      Lest there be any possible misunderstanding, it is important to note that the non-strict preference approach, resting on the praxeological interpretation of indifference, does not explain why the actor chooses the particular equally optimal action that is chosen. However, it does explain the fact that one of the equally optimal actions will be chosen, and that this necessitates some selection between the equally optimal actions. Under this view, the particular choice from among equally optimal actions is a matter that is outside the domain of praxeology and economics. It is an economically irrelevant choice in that it does not affect any of the satisfactions anticipated to be gained from action. The explanation of the particular choice from among equally optimal actions, if such is thought to be necessary at all, must arise from some other source, whether this is psychology, neuroscience, or some other field.


      Even with this limitation, the non-strict preference approach is still markedly superior to the strict preference approach adopted by Rothbard and later Austrian economists. Where the non-strict preference approach merely limits its explanation of action to economically relevant choices, and does not seek to explain economically irrelevant choices, the strict preference approach says that the latter choices are not possible at all! Where the non-strict preference approach easily accommodates equally optimal action problems, the strict preference approach denies their existence. Where the non-strict preference approach allows Austrian economists to follow the subjective theory of value to its logical conclusion and adopt praxeological indifference and homogeneity, the strict preference approach sees even the most ardent Austrian methodologists drop praxeology like a hot potato and instead appeal elsewhere for their theory of diminishing marginal returns.


      CONCLUDING REMARKS


      It is this author’s view that the non-strict preference approach is the only approach that is compatible with the causal-realist view of economics personified by Carl Menger, as well as an analogous causal-realist view of the subjective framing of decision problems. In light of problems in attempts to avoid equally optimal action problems, the strict preference approach adopted by Rothbard and others seems to require contortions that render it unrealistic as a description of action.


      The praxeological conception of indifference and homogeneity which leads to the non-strict preference ordering is perfectly natural for Austrian school economists. It follows directly from the subjective theory of value. For the rest, we can let Block do the talking:


      
        Once we concede that two units of anything are equally serviceable in the view of the economic actor, we might as well fold our tents and go home as far as warding off the charge of consorting with indifference is concerned. (Block 2009b, p. 69)

      


      This author is at a loss to understand the desire of Austrian school economists to avoid weakening the preference ordering to non-strict preferences. This approach allows them to easily avoid the difficulties—and the resulting contortions to escape—in optimal action problems. It also allows them to interpret both preference and indifference as praxeological relations, consistent with the causal-realist approach and consistent with Menger’s excellent explanation of the theory of value. While Nozick might gloat a bit from beyond the grave, this would seem to be, not a defeat for Austrian economics, but a triumph of its praxeological method.


      APPENDIX


      Strict and Non-Strict Preference Orderings


      Suppose we have a set S of outcomes of various possible actions. On the set S we have a preference ordering ≽ which is the “is no worse than” relation (i.e., a≽b means that outcome a is no worse than outcome b). This is a binary relation that is both reflexive and transitive:


      Reflexivity: a≽a for all a∈S.


      Transitivity: a≽b and b≽c implies a≽c for all a,b,c∈S.


      The preference ordering ≽ induces an equivalence relation ∼ which is the “is no worse or better than” relation. If a≽b and b≽a then we say that a∼b which means that outcome a is no worse or better than outcome b (i.e., the decision maker is indifferent between a and b). This is a binary relation that is reflexive, symmetric and transitive (i.e., an equivalence relation):


      Reflexivity: a∼a for all a∈S.


      Symmetry: a∼b implies b∼a for all a,b∈S.


      Transitivity: a∼b and b∼c implies a∼c for all a,b,c∈S.


      Having defined this equivalence relation, the preference ordering ≽ is, by definition, anti-symmetric with respect to the equivalence relation (i.e., a non-strict ordering):


      Anti-symmetry: a≽b and b≽a implies a∼b for all a,b∈S.


      The preference ordering ≽ also induces a strict preference ordering ≻ which is the “is better than” relation. If a≽b is true but b≽a is false we say that a≻b, which means that outcome a is better than outcome b. This is a binary relation that is non-reflexive, asymmetric and transitive (i.e., a strict ordering):


      Non-reflexivity: a≺a is false for all a∈S.


      Asymmetry: a≺b contradicts b≺a for all a,b∈S.


      Transitivity: a≺b and b≺c implies a≺c for all a,b,c∈S.


      All of this can be derived directly from the decision space (S, ≽). However, it can only be derived from (S, ≽) with an assumption of comparability of all actions:


      Comparability: For all a,b∈S we have either a≼b or b≼a or both.
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    [2] The fuller quotation of this part of Machaj (2009) shows that he uses indifference and homogeneity interchangeably, and thereby defines indifference between goods as homogeneity. In fact, indifference between goods is a more general relation, since two goods may serve different needs, but may do so in such a way that the magnitudes of the satisfactions of those different needs are equal. In this case, a person would be indifferent between goods that are not homogeneous.

  


  [3] Throughout this paper, I leave out discussion of uncertainty as to the outcome of the actions, or other complicating factors, which do not change the nature of the argument. For the purposes of the discussion of indifference and preference, a reference to the “outcomes” of an action is a reference to the ex ante expected outcomes, from the point of view of the actor, with all uncertainty and other complicating factors taken into account.


  [4] It is not surprising that Mises did not analyze this distinction, given that it became most obvious during the later rise of the foundations of mathematical economics in the late fifties and early sixties (see, e.g., Debreu 1959). It was in these mathematical systems that the derivation of indifference from preference orderings, and the distinction between strict and non-strict orderings became most clear.


  [5] In arguing against Irving Fisher’s indifference analysis, Mises talks about an example of an individual faced with a choice of goods who “...finds it impossible to decide between the two, i.e. he values both equally” (p. 56). This could be interpreted as a statement of the strict preference approach, or it could be interpreted merely as meaning that the inability to decide implies indifference, but is not necessarily implied by it. Moreover, in the context of the argument (a critique of cardinal utility) it is not clear whether Mises had the distinction between strict and non-strict preferences in mind at all. What is certain is that he is less clear on the subject than Rothbard, who confronts the distinction explicitly.


  [6] Block’s further elaborations on the subject make things all the worse. He explains that the “indifference” in this situation is a psychological, rather than a praxeological or economic category, claiming that this alone is sufficient to establish homogeneity of goods and the law of diminishing marginal returns (Block 1980, p. 425). Of course, this would appear to establish the law of diminishing marginal returns, not as an economic law, but as a psychological phenomenon, something that has been strongly denied by Austrian school economists (e.g., Rothbard 2004, p. 73). But Block is having none of this—he elaborates on his views, saying:


  
    Homogeneity is, properly, at least in the context of diminishing marginal utility, a thymological, not a praxeological category.... It is satisfied when goods are indistinguishable chemically, or physically, not praxeologically....it is my view that decreasing marginal utility is praxeological, and, for this law to not logically imply illicit indifference, supply cannot consist of equally serviceable units; rather, it must be (thymologically) composed of physically or chemically identical units. (Block 2009b, p. 70)

  


  But there are many problems with this view of homogeneity. The first problem is that it still fails to explain how the preferences can change due to the decision to give up a pound of butter. Surely, if the units of butter were physically indistinguishable before the transaction, then they must remain so after the instant of choice.


  Secondly, unless “physically distinguishable” has some special watered-down meaning, this requirement is incredibly strong. The requirement would rule out homogeneity in almost all cases in which an actor scrutinizes goods with any semblance of rigor. It would rule out homogeneity of even such simple things as coins or monetary bills of the same denomination, and maybe even pounds of butter, since these items will inevitably have some physical imperfections that distinguish one “unit” from the other. Even physical differences which are totally irrelevant to the actor then become a basis for a break with homogeneity, so long as he notices them. If the actor notices that a particular dollar bill has a crease in the top left corner and another one does not, then they are no longer homogeneous. He probably will not care about this difference, and will regard both bills as equally serviceable for the satisfaction of his needs, but now we are again in the realm of praxeological indifference and homogeneity.


  [7] As far as the relative preference between the units of butter is concerned, the introduction of the trade would be an “irrelevant alternative” (see Ray 1973), since it does not affect the ultimate satisfactions that depend on command of the units of butter (i.e., each unit of butter still allows the same ultimate satisfactions) and therefore must not affect the preference (or indifference) between them. Contrarily, in Block’s argument, the new alternative of exchange for another good is allowed to affect the preferences between the units of the sold good.


  [8] Rothbard makes a similar argument (though nowhere near as well developed) when he states:


  
    If it is a matter of indifference for a man whether he uses 5.1 or 5.2 ounces of butter for example, because the unit is too small for him to take into consideration, then there will be no occasion for him to act on this alternative. He will use the butter in ounce units, instead of tenths of an ounce. (Rothbard 2004, p. 307)

  


  [9] So then, let us consider the case of a mother who is indifferent between her drowning children, on the basis of her internal mental processes. In such a situation, it is almost unthinkable that her mind would not turn to the choice between rescuing Peter, versus rescuing Paul, notwithstanding her equal love of both of them. These acts would certainly not be regarded by her as one action, with no choice between the two, even if she were completely unable to see any difference in the degree of satisfaction these two “goods” afford her. In fact, a major reason that this particular dilemma would be so stressful to the mother is the fact that she would inevitably turn her mind—even if only for an instant—to the question of which child to rescue and which to allow to die. If the issue were framed in her mind as a choice between one dead son or two, then it would be a trivial decision problem, at which she would not feel even the slightest pressure or difficulty.


  But surely her conception of the problem would not be thus. It is highly unlikely to be properly described as a choice to rescue “one son” as opposed to the one she actually does rescue. On seeing her children drowning, and knowing her limited time, she will inevitably turn her mind—in the small time she has—to the question of which to save and she will make a choice. She will go left or she will go right. She will dive into the water, not with the intention of rescuing “one son,” but with the intention of rescuing Peter. From both an external-behavioral and an internal-mentalist perspective, she has chosen to rescue Peter, not Paul.


  Indeed, if she did not do this—if she intended only to rescue “one son”—then her action would surely be plagued by indecision and delay. She would brace to dive into the water, but her cognitive processes would not be able to tell her whether to dive left or right—to Peter or to Paul. She would stand on the riverbank, shifting from foot to foot, thinking, “I’ve decided—I’ll rescue one of my sons... um, one of my sons.” To dive in, to choose a direction, she would need more than this. She would need to really decide—Peter or Paul? Who lives and who dies?


  When the media arrive at the riverbank to report on the incident, she will not tell them “I swam into the river to rescue one unit of child, but the other unit drowned.” No! Even if it is genuinely the case that she loves her sons equally, she will say, “I swam into the river to rescue Peter, but my darling son Paul drowned!” Years later, the poor woman would look back on her action ex post and think: “Did I make the right choice? Should I have rescued Paul instead? Has Peter had a good life, and how does it compare to what Paul would have done had he been alive today?” She would not, unless she was deranged or in serious denial, think that she had merely made the choice to rescue “one son.” Nor could she follow the strict preference approach of Rothbard and say, with a straight face, “I really didn’t have a choice of which to save; after all, I loved them both equally!”


  Of course, some may object to this whole line of argument, on the basis that “choice” and “preference” have special meanings in economics, which are not necessarily congruous with the ordinary usage of the terms employed by a distressed mother. If so, then we must surely ask whether such an esoteric use of terms is necessary to obtain a sensible theory. Ceteris paribus, we should prefer a theory which avoids artful interpretations of ordinary words in ways that are contrary to their common meaning.


  [10] To give a simple example of the disparity between the ordinary meaning of choice and the Hoppean approach, suppose that an economist following this approach tries to order dinner at a Chinese restaurant, and that he is indifferent between his two favorite dishes, the Peking Duck and the Szechwan Beef. The following exchange occurs:


  
    Waiter: What would you like tonight, sir?

  
    Economist: I’ll have the Peking Duck, please.


    Waiter: The duck is an excellent choice, sir. It is an especially succulent dish.

 
    Economist: Wait right there! I didn’t choose the Peking Duck; I chose the Peking Duck or the Szechwan Beef! I like them both equally.


    Waiter: Oh, I’m sorry, sir. I thought you said you were ordering the Peking Duck.

 
    Economist: I did.

 
    Waiter: So you want to change your order?

  
    Economist: No, I will have the Peking Duck.

 
    Waiter: Oh, okay, so you’re choosing the Peking Duck.

  
    Economist: No, I’ve already told you: I choose the Peking Duck or Szechwan Beef.

 
    Waiter: But which would you like, sir?

 
    Economist: I like them both equally.

  
    Waiter: Okay, so which do you choose?

  
    Economist: I choose the exclusive disjunction of the Peking Duck and the Szechwan Beef!


    Waiter: Do you mean you want them both?

 
    Economist: Of course not! I’m not hungry enough to have two dinners! There are diminishing marginal returns on these things, you know.


    Waiter: I’m sorry, sir. My English is not so good. Perhaps you could tell me again which you are choosing.

 
    Economist: Look here, it’s perfectly simple! I choose the Peking Duck or the Szechwan Beef, but not both. Now bring me the Peking Duck immediately!

 
    Waiter: You don’t want the Szechwan Beef?

  
    Economist: I want them both equally.

 
    Waiter: I’m a little bit confused, sir. Perhaps I could give you half-and-half—would that be alright?

 
    Economist: I am indifferent. Make it half-and-half if you want.

 
    Waiter: I don’t usually add extra choices to the menu, sir, but I want to make sure you get what you want.

 
    Economist: You didn’t add an extra choice! You just changed the nature of an existing choice. Now, I choose the Peking Duck or the Szechwan Beef or half-and-half.

 
    Waiter: Oh dear. I’m getting more confused, sir. You see, my English is not so good. I have only been in this country for twenty-six years. I will go and get a manager.

  


  Who is at fault here, the waiter or the economist? (If this exchange reminds the reader of an episode of The Three Stooges then perhaps this should give us pause before adopting the Hoppean approach.)


  [11] Continuing the Chinese restaurant example, the exchange continues as follows:


  
    Waiter: Good evening again Sir. I’m sorry about before. Please let me offer you a glass of wine on the house to apologize. We have a large number of choices of wine tonight Sir.

 
    Economist: Hmm. I’ve been looking at your wine list—you only have twelve choices.

 
    Waiter: Perhaps you didn’t look at all the pages Sir. We have over fifty different selections, including many excellent foreign and domestic wines.

 
    Economist: I’ve done that. There are only twelve choices.

 
    Waiter: Perhaps your copy of the wine list is defective Sir. I’m terribly sorry. Here, let me give you my copy.

 
    Economist: Hmm. This looks exactly the same to me. I still see only twelve choices.

 
    Waiter: I’m sorry, sir. If you just look here, you’ll see that they’re numbered: one to fifty. See?

 
    Economist: Yes, I see that. That’s the number of wines, not the number of choices. Perhaps there are fifty choices for other diners. But for me there are only twelve.

 
    Waiter: I’m sorry, sir. Perhaps I wasn’t clear. You can have any wine you like—there are no restrictions.

 
    Economist: Thank you. I understand that.

 
    Waiter: May I recommend the Montedam Shiraz—it would make an excellent choice.

 
    Economist: I can’t—that’s not a choice available to me. Look, I don’t want to get into all this again. Just take my word for it: I only have twelve choices, and that isn’t one of them.

 
    Waiter: I’m sorry, sir. As I said, my English is not so good. I am usually much better at this, but perhaps I am not being clear. You can have any wine on the wine list—even the Shiraz. I don’t want to restrict you in any way.

 
    Economist: Yes, yes, I already told you, I understand that. I think the best choice here is the exclusive disjunction of the Curtis Hill Merlot, the Di Georgio Cabernet Savignon and the Yalumba Rose. I am going to choose that.

 
    Waiter: Oh dear. I think I am going to have some trouble again. I will get the manager. I am very sorry, sir.

  


  [12] This does not mean that Hoppe would make the claim that all people are bisexual—his approach is the opposite of this. In fact, his approach only looks at a partner choice this way in cases where a person is indifferent between a male or female partner, in which case the person surely is bisexual. The point here is that by amalgamating decisions indiscriminately in all equally optimal action problems, he must surely contradict the actual decision framing of some people.


  [13] This does not mean that we need to define indifference as a derivative of non-strict preference; we have already seen that indifference can be defined directly in praxeological terms (as can strict and non-strict preference). It simply means that we can relate indifference to the primary praxeological relation if we want to. The reason to do this is that our direct inferences from observed actions are about non-strict preferences (the primary relation) and any inference about indifference or strict preference will be derivative to this (secondary relations).


  [14] Machaj makes a similar point when he discusses the fact that indifference and homogeneity must be described in terms of what is unseen as well as what is seen (see Machaj 2009, p. 233). This point should not be taken to mean that we cannot infer indifference; it simply means that we cannot observe it in action and any such inference must involve some assumption or belief about counterfactual action.
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        ABSTRACT: While corporate income taxation is a major issue in the debate over international finance, economic theory has no clear stance on who bears its burden. On balance, economists seem still more prone to accept that taxing profits does not affect corporations’ outcomes. This paper makes three cases for non-neutrality. First, since corporate income taxation is asymmetric between profit and loss, the tax rate may change the ranking of alternative investments. Secondly, the imperfect observability of the use of internal resources makes pure economic profits very difficult to detect. Thirdly, when the pervasive role of entrepreneurship is fully taken into account, corporate income taxation appears clearly as a direct tax on market adjustments and successful speculation.

      


      1. INTRODUCTION


      In 2007, top marginal corporate income tax rates among the member countries of the European Union ranged from a low of 10 percent (Bulgaria and Cyprus) to a high of 38.36 percent (Germany), with Italy closely following with a rate of 37.25 percent. In the world list of top corporate taxing countries, Japan scores first with a rate of 40.7 percent, followed by US and Germany, with the average level of corporate taxes in the EU declining from 38 percent in 1993 to 24.2 percent in 2007 (KPMG, 2007). This trend toward decrease,[3] which is not limited to the EU, is mainly due to the competition between countries to attract and keep foreign investment: as of 2007, Moldova has set to zero the tax rate on corporate income.[4] With regard to the US, in 2007 corporate tax revenues represented approximately 14 percent of federal government revenues,[5] or 3.9 percent of gross domestic product. The total value of the corporate income tax amounted to $53,378,874.


      Table 1. Corporate Income Tax Rates (1987–2007), OECD Countries
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        Source, The Tax Foundation, 2008.

      


      Fig 1. U.S. Corporate Income Tax Revenues / Total Tax Revenues (1967–2007)
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      Corporate income taxes are levied on the net income earned by corporate firms, i.e., on profit. Since profit is calculated subtracting the sum of all costs from the sum of all revenues, it is not clear what effect this tax exerts on a firm’s factor and product markets. Which stakeholders does the tax impact more heavily? Workers? Stockholders? Customers? It comes as no surprise that economic literature has not delivered any neat result about who pays corporate taxes, yet. In the standard textbook exposition, the incidence of this kind of taxes is rarely explored in detail and the most common result reported is that taxing profits does not change the production choices, independently of market structure. In the stream of more technically oriented literature, Krzyzaniak and Musgrave (1963) maintain that corporate taxation can be shifted backward or forward, due to market structure. Using a competitive general equilibrium model, Harberger (1962) proves that the tax is fully passed backward to capital owners. Feldstein, Green, and Sheshinski (1979) demonstrate that backward shifting is impossible in the case of a perfectly elastic capital supply. The implications of corporate taxation for the allocation of financial resources are somewhat clearer. In the effort to reduce their tax obligations, corporations generally are induced to use debt rather than equity finance, for interest payments to bondholders are deductible from taxable income, while dividend payments to corporate shareholders are not: in this perspective, Auerbach (2005) provides evidence that this substitution results in significantly higher debt/equity ratios. Furthermore, distributed dividends are often taxed twice: the first time as net income produced by the firm, the second time as part of personal income.


      The aim of this paper is to show that the case for corporate tax neutrality does not hold as a general rule. To prove this result, section 2 reviews the traditional neoclassical model used to demonstrate that corporate taxes do not impact a firm’s decisions. This result holds true only to a very limited extent, since it ignores risk and alternative investment choices. Section 3 reviews three main reasons why the effects of taxing profits may be far from neutral. First, under very general conditions, corporate taxes may change the ranking of alternative investment choices, even though the distribution of stochastic outcomes is fully known to the entrepreneur. Secondly, since current taxation procedures rely on objective book values, pure entrepreneurial activities, which cannot readily be assessed from those sources, become depressed in favor of deductible monetary costs. Thirdly, the Austrian approach marks a drastic departure from the neoclassical paradigm, for it assumes entrepreneurship as the essence of firm’s activities: in this framework of intrinsically uncertain knowledge, taxing corporations reduces market efficiency, equilibrium adjustment, and long-run growth of wages.


      2. THE CASE OF NEUTRALITY


      The standard public finance literature (Ulbrich 2003; Cullis and Jones 1998; Musgrave and Musgrave 1989) treats the problem of corporate taxation focusing exclusively on the highly stylized model of the neoclassical firm, whose only control variable is the size of production.[6] For a neoclassical firm, the objective function is:
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      where q∈[image: blackletter_r_binomial.ai] is the size of production, π∈[image: blackletter_r.ai] is profit, p(q)∈[image: blackletter_r_binomial.ai] is the inverse demand curve, and c(q)∈[image: blackletter_r_binomial.ai] is the total cost function, including wages, other variable costs, interest paid, and capital depreciation. Under the assumption of differentiability with regard to c and p, maximization of π requires
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      at the optimal size q*, the marginal revenue from selling q* units of product must equal the marginal cost needed to produce them.


      In this context, corporate income taxation turns the profit function into
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      where θ∈[0,1] is the tax rate. No matter what the value of θ, optimality condition (1) continues to hold, since both sides of the equation are affected by the tax rate in the same proportion. Economically relevant resources are not diverted away from their current uses: simply, government collects revenues equal to θπθ(q*). The incidence analysis is straightforward: What is changing here is just income distribution—a net transfer from stockholders to government bureaucrats—but the total wealth available to society is unaffected, since q* does not depend on θ.


      To investigate whether the tax impacts the long-run equilibrium of a given sector, we must make further assumptions on market structure. This is what we assume: (1) all sectors are taxed at the same rate and (2) the sector under study is perfectly competitive. It follows that in the long run the following relation must hold also:
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      In other words, the long-run price, endogenously determined by exits and entries of firms, would be large enough to just cover average costs, thus driving profits to zero, as well as revenues from corporate taxes. This result corroborates what was previously obtained in the case of short run: corporate tax is completely neutral with regard to quantity determination and also to the number of firms operating in a given sector. Even though the total collected revenues for the government grow linearly with the firm’s total profit, the effect of corporate taxation is exactly the same as a lump-sum tax.


      3. THE CASE OF NON-NEUTRALITY


      The previous model of fiscal incidence leaves no room for allocational effects of corporate taxation. This extreme result was obtained under the assumptions of perfect knowledge of selling price, and no risk over costs and revenues. As soon as we depart from this scenario, tax neutrality invariably disappears. Whether we introduce risk, imperfect observation of profits, or actual entrepreneurship made possible by genuine uncertainty, market distortions invariably arise.


      Risk


      Consider the following scenario. A risk-neutral entrepreneur can choose between two alternative risky investments, namely a and b, which assume values xi∈[image: blackletter_r.ai], with i∈{a, b} and a known cumulative distribution function of probability F(xi) = Pr{t ≤ xi}, with t∈(−∞, ∞). The expected value of both investments is assumed to be strictly greater than zero. To simplify matters, assume that no variable production cost is involved by any project.


      Given all this, the expected return of the i-th investment is
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      Provided entrepreneur’s neutrality toward risk, we have


      [image: FilosoV.ai]


      i.e., only expected returns matter to him. Now, assume that profits are taxed with a constant rate θ∈[0,1] if and only if their realized value is greater than zero. In this case the expected return of the ith investment becomes
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      Other things being equal, then, the introduction of corporate tax decreases the expected return in the case of success. We are ready to demonstrate the following:


      Theorem 1: When positive profits are taxed, the value of θ changes the relative profitability of mutually exclusive investments.


      Proof: Since positive profits are taxed, investment a is chosen in place of b when
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      Without loss of generality, assume that the difference on left side of the inequality is strictly greater than zero. That is to say that
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      as long as the term on the right side is negative, the inequality is preserved no matter what the value of θ. On the contrary, when the term on the right side is positive, the inequality holds as long as


      (4) [image: Filoso4.ai]


      Naming [image: theta_overline.ai] the value of θ for which the previous inequality holds as an equality, it follows immediately that when θ≥[image: theta_overline.ai] then the b investment shows a higher expected value than a, even though the expected value without taxes of a is higher than b’s. The ranking of profits from alternative investments is thus affected by θ.


      Example 1: Consider two investment projects such that their probabilities of success are pa = 0.5 e pb = 0.64 with returns equal to [image: x1a.ai] = 200 and [image: x2a.ai] = −10 for the a project and [image: x1b.ai] = 180 and [image: x2b.ai] = −50 for the b project. The expected return of the a project is 95, whereas the expected return of the b project is 97.2. It follows that b should be the chosen one. However, when the corporate tax rate is θ > 0.14, then the a project is chosen instead.


      From the previous theorem it is straightforward to prove the following:


      Corollary 1: Assume that the entrepreneur must pay a fraction θ of the profits in case of success, while receiving a unitary subsidy equal to ɸ in case of failure. Then, the choice between mutually exclusive investments does not depend on the values of θ or ɸ only when θ = ɸ.


      Proof: Introducing loss subsidy, condition (2) becomes


      (5) [image: Filoso5.ai]


      because of the linear property of the expected value. This expression is independent of tax and subsidy rates only when θ = ɸ. In this case, the comparison between the profitability of alternative investment projects is restored to the case of no taxation and the ranking between them is unaffected. Now, the fiscal policy of the government is completely neutral with regard to the investment choice.


      Example 2: Consider the former example: the expected return before taxes for the a project was 95, while for the b project was 97.2. With θ = 0.2 the expected return after taxes of the a project is 75, the return of the b project is 74.16, so that a is chosen. With a unitary loss subsidy ɸ = 0.2, the return of the a project becomes 76 and the return of the b project becomes 77.76, so that b is chosen: the original ranking of profitability is then restored.


      In very general terms, corporate taxes do modify entrepreneurial choices,[7] unless the government subsidizes losses using a unitary rate of the same value. Only in this case, therefore, corporate tax is made neutral. When θ < ɸ the loss subsidy functions like an insurance. When ɸ = 1 the insurance is complete, with the risk being completely transferred to the government (Domar and Musgrave, 1944). Also, the result that corporate income taxation can reduce the demand for risky assets is robust to alternative scenarios. Adding the assumption of risk aversion, Stiglitz (1969) obtains a critical θ which induces the entrepreneur to change his decisions.[8]


      Earnings and Profit


      A more realistic perspective on the incidence of corporate tax must necessarily take into account how the tax is determined and administered. Following Longobardi (2005) we make a distinction between earnings and economic profit.


      Definition 1 (Earnings): Earnings are the difference between revenues and costs defined on the fiscal year. It is equal to


      (6) [image: Filoso6.ai]


      where R are total revenues, weLe are total paid wages, reKe is the rental cost of capital, C is the value of intermediate goods, and A is capital depreciation.


      Definition 2 (Profit): Profit is what the entrepreneur receives once all factors of production are paid at the opportunity cost. It is equal to


      (7) [image: Filoso7.ai]


      where wpLp is the implicit salary obtained by the entrepreneur and rpKp is the opportunity cost of the capital owned by the firm.


      It is a matter of fact that corporate taxes are almost universally based on earnings because the economic costs wpLp + rpKp cannot be readily obtained by standard bookkeeping procedures. Provided that u ≥ π, it follows that the usual techniques of corporate taxation based on observation of earnings systematically overestimate the economic profit obtained by the entrepreneurs. Furthermore, this kind of taxation creates a distortion in the use of resources. To see why, consider the case of a firm operating in a perfectly competitive market in which earnings are taxed. The profit function of this firm is
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      where we have made the following substitutions: w = we = wp , r = re = rp , F = C + A. From the inspection of first order conditions for the maximization of π with regard to internal resources we have


      [image: FilosoIX.ai]


      under the assumption of decreasing returns to internal capital and entrepreneurial work, the optimal employment of these two factors must decline in response to corporate taxation based on earnings.[9] Also in this case, taxing profits is far from neutral, since it implies the substitution of internal capital with external capital and substitution of entrepreneurial activities with labor.


      The Austrian Approach


      Why do standard neoclassical economics textbooks keep repeating the irrelevant case of neutrality of the corporate income taxation? This kind of error is anything but accidental and dates back to the Ricardian vice, which is the intellectual attitude to build economic models based on peculiar circumstances and then improperly extending their implications to contexts in which the same circumstances are not assured to hold, then resulting in false predictions. Austrian economic theory, on the contrary, is consistently grounded in the philosophy of human action immersed in a world of subjective value, imperfect knowledge, and genuine uncertainty. Its results are assured to be valid, independent of any empirical testing. The implications of praxeology for the theory of taxation are far-reaching and overturn many of the neoclassical conclusions, including those on corporate income taxation.


      What’s Wrong with Taxation


      Jean Baptiste de Say, the most prominent antecedent of the Austrian school (Say 2001 [1803], book III, chap. VIII), was the first economist to recognize that taxation can never be considered as a part of an implicitly voluntary exchange between citizens and government, since it is always based on coercion. This implies diversion of resources from productive uses, often resulting in wasteful bureaucratic expenditures (Brandly, 2007).


      While there is virtually no elaboration on the issue of taxation in Carl Menger’s Principles, in Mises’s Human Action the whole issue is given an exceptionally brief treatment (Mises, 1998 [1949], pp. 730–35) in the chapter Interference by Taxation. He recognizes that the case of neutral taxation is a chimera in real economic life and adds that, in practice, politicians try to minimize neutrality since they do want to interfere with individual choices to achieve income redistribution. The chapter offers little but a warning that excessive taxation can undermine the functioning of the market mechanism. Nowhere it can be found the basic praxeological deduction that any coerced transaction must always involve a decrease in the utility of at least one participant of the trade. In Mises, as in the old Austrian tradition,[10] taxation is not a subject of analysis in itself since it is always analyzed in close connection with the issue of public expenditure: the main concern of the Austrian scholars seemed to be the burden of the public sector, which must be kept at a minimum, with taxation following passively.[11]


      Contrary to his Austrian antecedents, Murray N. Rothbard wrote extensively on taxation both at the academic[12] and at the non-technical level.[13] To date, the most comprehensive technical treatise on public finance in the Austrian tradition endorsing consistently the praxeological methodology[14] is his Power and Market (Rothbard, 2004b), originally an outgrowth of the final chapter of his magnum opus Man, Economy, and State about non-voluntary exchange. Rothbard’s contribution encompasses and extends previous Austrian insights on the nature of taxation, framing them in the context of binary intervention–namely, the direct coercion of the State against the individual. These arguments debunk the neoclassical wisdom on taxation and build upon two basic principles worth a systematic presentation.


      Principle 1 Every tax worsens consumers’ satisfaction.


      The basic premise of praxeology is that human beings decide to trade with each other when the subjective-discounted-expected value of what they get is higher than the forgone value of what they agree to give up in exchange. When these human beings are not coerced by physical violence or by its threat, the trade benefits all the participants involved. Conversely, any coerced trade must result in a loss to at least one participant. Taxation is the prototypical case in which this violation occurs, since it is the ultimate threat of imprisonment which convinces citizens not to resist tax collectors. It follows that taxation must benefit the tax consumer and penalize the tax payer.


      In the current literature on public finance, this first principle is hidden behind the supposedly voluntary theory of the State (Buchanan 1973). In their standard presentation of public finance textbooks, neoclassical economists first start arguing that the market cannot provide public goods because of non-rivalrous consumption and non-excludability, then demonstrate that financing their production is subject to the inescapable problem of free riding, and finally maintain that taxation is the natural way to have these public goods come into being. Even though the concept of deadweight loss—the aggregate value of the trade which does not take place because of taxation—has become a key ingredient in the economic analysis of taxation (Musgrave and Musgrave 1989), neoclassical utilitarian economists never compare the potential gain provided by the provision of public goods against the deadweight loss that comes from financing them through taxation. In practice, compulsory taxation is a non sequitur from the theory of public goods, even from a utilitarian perspective.


      Austrians advance two objections to the above paradigm. First, the governmental cost-benefit analysis contradicts the basic truth that value is a subjective phenomenon: Individual utilities cannot be observed from an external point of view, so it is pointless to use any aggregate measure of them. Secondly, it is inconsistent to maintain that a free market is permanently incapable of providing goods for which the demand is higher than supply. Entrepreneurs are a vital part of any market: they are the agents who coordinate its functioning, reduce disequilibrium, and discover new ways to overcome technological difficulties like non-excludability or non-rivalrous consumption, for by acting in this way they can collect profits. Substituting private activity with government intervention implies the breakup of the process of entrepreneurial discovery, resulting in the destruction of potential markets.


      Principle 2 There is no independence between production and distribution, viz., there cannot be such a thing as a neutral tax.


      John Stuart Mill (1909 [1887]) neatly distinguished between the problem of production and the problem of distribution, the former solved by the market, the latter to be solved by the State. In Mill’s work there was no relation between them, since he envisioned a world with flexible property rights[15] and no forward-looking behavior. Mill’s socialist world is made up of rational agents who do not pay attention to the income collected through mutual trade and voluntarily give up to the State—through taxation—the power to distribute it according to some ethical rule. This confusion continued with neoclassical economics: within the boundaries of an artificial economy, it is possible to design neutral taxes, i.e., taxes which purely transfer resources from the private sector to the government, without changing the relative prices of goods. This merely intellectual experiment is no problem per se, but becomes highly misleading when its implications are applied to the real world or enforced by law.


      Praxeology, on the contrary, is based on the a priori statement that the mechanics of human action is based on the comparison between expected benefits and expected costs, all of them lying in an uncertain future. The legal system determines to a large extent what can be included in these sets, so it is senseless to include a future discounted stream of income if this is going to be taxed away. Taken to the extreme, only very myopic individuals would indulge in any work when their wage is completely absorbed by tax collectors. Moreover, the problem of distribution is not inherent to the free-market, rather being an outcome of State coercion that creates a separate distribution process not depending on the voluntary exchange of property rights.[16]


      The former two basic principles are applied to the analytical study of taxation. The main finding of Rothbard’s analysis about fiscal incidence is that taxes cannot be shifted forward. The question of incidence is about who really pays taxes: even though the law is clear on which subjects a tax is levied upon, these subjects adjust their behavior, spreading the effect of the tax over a variety of goods and services. Praxeology explicitly acknowledges that economic action never happens in a vacuum and that margins of substitution are everywhere. However, some kinds of adjustments are plausible, whereas others are not. One fallacy of the standard neoclassical theory of incidence is the shifting of taxation. According to this view, a sales tax, but also a corporate income tax, can be shifted onto customers simply increasing selling prices, resulting in an adjustment that leaves the seller’s situation unaltered.


      The Austrian theory of value is based solely on marginal utility, so production costs cannot directly push market prices.[17] If the seller had margins before taxes to raise selling prices, he would have surely done that before the tax is levied: a tax cannot provide the incentive to find a new optimum. Nonetheless, the tax does affect the firm’s budget: while inframarginal firms can afford to pay it, some marginal firms which just break even before the tax will be driven out of the market. This results in a decrease of the supply of the taxed good: if the demand schedules have remained unaltered throughout the whole process of adjustment, the selling price must go up. In sum, the shift in the market supply is not due to a change in the structure of marginal costs, but to the departure of firms from the market. In the long run, the decreased number of firms impacts on the demand for productive factors, resulting in diminished prices. Ultimately, backward shifting is the only kind of indirect incidence which is consistent with the Austrian view.


      What’s Wrong With Corporate Income Taxation


      The most radical critique of the supposed neutrality of corporate income taxation comes from the Austrian school of economics. Compared to its neoclassical opponent, Austrian economics endorses a different view on the nature and the role of economic profit: this view encompasses a fully entrepreneurial concept of the firm. The idea of entrepreneurship is all but new in the history of economic theory: since the very beginning of the economic science,[18] economists have realized that entrepreneurship is not an accidental qualification of a firm’s life, rather lying at its very core. Unfortunately, no economist from the classical school ever focused on the entrepreneurial function (Blaug 1997, p. 442) and the whole stream of classical economics virtually omits the analysis of dynamic action taken by real individuals. Furthermore, neoclassical economics, with its strong emphasis on perfect knowledge and mathematical maximization procedures, leaves no room for entrepreneurial activities which, by their own nature, rely more on creating new knowledge rather than using existing knowledge. True, a world without entrepreneurship would look like the idealized Walrasian prototype, and no action would ever be taken.


      As pertains to this paper, one of the key differences between the neoclassicals and the Austrians is the concept of profit. In the neoclassical model of perfect competition, pure economic profits can exist only in the short run because of a small number of firms operating in a given sector. In the long run, the flow of new firms into the sector increases aggregate supply, driving down market prices and profits. Neoclassical entrepreneurs simply coordinate productive factors according to a fully known array of technologies and market prices of productive factors and final products. Genuine uncertainty plays no role whatsoever.


      The Austrian entrepreneur is radically different. The real world studied by economics is made of entrepreneurs who freely decide whether and how to trade, comparing expected discounted benefits to costs. These values are subjectively perceived and naturally give raise to different opinions and evaluations. It is precisely this variety of opinions regarding the future that makes some individuals succeed and others fail. Those who anticipate future prices correctly earn positive profits. They speculated that some productive factors are underpriced when compared to the potential products they can contribute to: ex post, these entrepreneurs find they were right because they find themselves in the position of collecting income from customers in the form of positive profits.


      Net economic profit is not the payment for any productive factor. Factors of production are always paid in advance: their monetary payment is exchanged for the use of scarce resources and is never conditional upon the success of the firm. Provided that capital is a factor of production, it follows that profit cannot be considered as a return on invested capital. Profit is a different source of income, since the kind of uncertainty faced by the entrepreneur is intrinsically unpredictable and no probability function can be used to describe the problem, for the space of possible events is only partially known. If the average return of an entrepreneurial activity were stable and known in advance, then that activity would soon become a part of the management routine and others entrepreneurs would follow in pursuing the same strategy. As soon as a profitable idea becomes common knowledge, it does not bring profitable results any longer. Profit is simply the result of speculation, which can turn out to be positive or negative. A positive profit indicates a disequilibrium in expectations—maladjustment, in Mises’s terminology—which is in the process of being corrected: once the adjustment has taken place completely, profits disappear. Entrepreneurship is not a kind of systematic search for profit, since any systematic pattern of behavior is predictable and leads ultimately to zero profits. In a free market, positive profit means that entrepreneurs are taking advantage of the possibility of serving customers’ wants. Without this fundamental signal, the free market would collapse immediately because the entrepreneurs’ choices could not be matched with significant real data.


      Austrians agree that markets adjust continuously to modifications in preferences, technologies, and resource availabilities: it is the very function of prices to move so to reflect the underlying pattern of individual heterogeneity (Hayek 1980 [1948]). This process of constant change creates new profit opportunities which can be grasped only by active entrepreneurs, not by passive neoclassical technocrats. Nevertheless, some additional features of entrepreneurship are debated among the Austrians. The presentation of entrepreneurship given in the former paragraphs dates back to Mises (1962) and is endorsed by Rothbard. Kirzner (1997) takes the issue of individual alertness to the extreme, deriving a theory in which entrepreneurial activity is not related to uncertainty. The Kirznerian entrepreneur grabs profit opportunities which are completely certain (Rothbard 1997). According to this definition, an entrepreneur cannot ever be observed in the making: only ex post, given the positive result of the action, we can be certain that the individual was acting entrepreneurially. Otherwise, if we could observe the entrepreneurial action at work, we should always concede that every action faces uncertainty and there is no guarantee that any individual will actually attain his objectives. The standard marginal analysis cannot be properly applied in the Kirznerian framework and entrepreneurship cannot be considered a scarce resource (Kirzner 1991, p. 316). Put in these terms, economic analysis is almost useless in exploring how incentives may affect entrepreneurship.[19]


      What is the role played by corporate taxation in the Austrian context of uncertainty? Answering to this question requires a clear stand on the nature of entrepreneurship. If one embraces Kirzner’s radical approach, no incentive scheme can be applied: profit taxation simply decreases the return from alertness, but since alertness is an effortless activity, the tax cannot modify its level. Only a 100 percent corporate income tax could make an entrepreneur indifferent between being alert or not. Surely, Kirzner recognizes that price ceilings and regulations do hamper the functioning of entrepreneurship since they lower the value of potential profit opportunities, but his argument cannot be validly extended to the issue of corporate income taxation, because the profit tax is levied on the outcome of successful speculation, independently of the source of the same profit. Paradoxically, the Kirznerian entrepreneur would be unaffected by a profit tax, just like in the extreme neoclassical case: he would continue to be alert toward profitable opportunities, even though he would collect less income from them than otherwise. This would happen since the entrepreneur does not face an opportunity cost for his action, so that profit taxation cannot induce any substitution toward alternative actions: corporate income tax would work as a lump-sum tax on entrepreneurs.[20]


      A workable alternative in the Austrian framework is the classical Misesian-Rothbardian vision, previously described.[21] There the entrepreneur faces the uncertainty that is inherent to the whole set of contracts that constitute a firm, bearing the cost and the benefit of his choice. He receives a positive profit that is the payoff from serving at t1 a potential consumer demand that was not certain at t0. In this context, taxing corporations’ profit has two main effects: (1) it decreases the incentive to engage in entrepreneurship and (2) changes the way entrepreneurs deal with profits and losses.


      The first effect depends on the margins of substitution between entrepreneurial action and other kinds of action. When these margins do exist, corporate taxation changes the marginal rate of substitution between them. Plausible candidates for non-entrepreneurial action are routine tasks and subordinate jobs, which imply a lower degree of risk-taking. Contrary to the Shackle-Lachmann vision of price formation, the Mises-Rothbard approach emphasizes the possibility of individual rational calculation and the existence of a well-defined array of equilibrium prices, notwithstanding the impossibility of attaining or observing them in the real world. Equilibrating forces tend to drive market prices toward equilibrium, with entrepreneurship being the most important of these forces. When the profit tax rate is large enough, individuals find it convenient to engage more in routine tasks and less in innovation, speculation, forecasting: accordingly, the economy’s growth rate and capital accumulation decline.


      The second effect depends on the margins of substitution between the ways in which entrepreneurial action takes place. When the black box of entrepreneurship is open to investigation, it is found that the set of actions aimed at reducing losses does not overlap completely with set of actions aimed at gaining positive profits. Given the asymmetric fiscal treatment of profits and losses, the corporate income tax induces entrepreneurs to focus more on finding ways to escape losses than on ways to collect profits.


      Both effects impact negatively on consumers’ utility. Market adjustment requires time to take place completely, since entrepreneurs create new knowledge in the process. With corporate income taxation, market prices adjust to equilibrium values more slowly, because some individuals tend to engage less in entrepreneurial activities, and entrepreneurs tend to act more to protect themselves from losses than to look for new opportunities. As a result, the economy becomes less flexible, increasingly static, and more sensitive to external shocks. The incidence of the tax is on the entrepreneur and the final customer: the former cannot collect money from his speculation about the future, the latter is deprived of new consumption opportunities. Moreover, in a dynamic setting, if the potential entrepreneurial act calls for expanding the use of paid work and capital, then the prospective worker and the seller of capital goods are also penalized by the tax.


      To sum up, since profit taxation operates only when profits are positive, talented entrepreneurs are discouraged from engaging in satisfying consumers’ wants. This kind of taxation, working as a penalty on successful entrepreneurial action, bears a strong resemblance to antitrust policies aimed at picking the winners of the competitive process, like those preventing and punishing mergers and acquisitions. Corporate income taxation and antitrust policies share the common static view of profits as depending solely on market structure. They systematically downplay the role of uncertainty and the unpredictability of market evolution. Furthermore, both taxation and antitrust law provide asymmetrical incentives. Taxation is levied on realized profits, but does not subsidize losses. In the same fashion, antitrust law imposes direct monetary costs on the temporary winners of the market process, but does not provide direct monetary benefits to the temporary losers of the same process. The effect of both interventions, however, is aimed at inverting the order of the market process.[22]


      4. CONCLUSION


      The growing awareness that low corporate tax rates are crucial to attract foreign investments has not been translated in a consistent set of analytical results, yet. Most of the literature on the incidence of corporate tax either relies on patently unrealistic assumptions about investment possibilities or neglects the key role played by entrepreneurs. Likely, the apparent lack of well-established results in this field is mainly due to the missing link of entrepreneurship, an issue which is almost absent or downplayed in the neoclassical theory of the firm. However, the Austrian paradigm can be fruitfully applied to the analysis of corporate income taxation because it includes a more realistic account of the causal connection between uncertainty and profit. The addition of the entrepreneurial element suggests that the distortions induced by taxing corporations may be countless and the dynamic effects on capital formation, wages, and market adjustments may impose severe costs. Despite the efforts of governments to introduce harmonization among national fiscal legislation,[23] competition is (luckily) constantly improving the world economy.
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  [3] See Table 1 for an international comparison.


  [4] Fiscal competition seems to be a source of concern for scholars at the IMF, which invokes fiscal coordination to stop corporate income taxes from falling further (Piatkowski and Jarmuzek 2008).


  [5] See Figure 1 for more data on US revenues from corporate income taxation.


  [6] An exception to this way of presenting corporate taxation is provided by Holcombe (2005) and Stiglitz (2000). Holcombe states clearly that


  
    Strictly speaking, corporations do not pay income tax. The corporate income tax is ultimately borne by individuals, and saying the corporation pays the tax amounts to saying that the corporation’s stockholders bear the burden of taxation (Holcombe 2005, p. 313).

  


  Salin (1985) also elaborates on this point.


  [7] Assuming that the utility function defined over the set of returns is decreasing in the risk and that the same function has the expected utility property, i.e.,
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  where p is the probability of success, with x1 > 0 and x2 < 0, the same results obtained in the case of linearity also hold true.


  [8] For an extensive account of the dynamic incidence of corporate income taxation, see Panteghini (2007).


  [9] This result is consistent with the ones obtained by Harberger (1964).


  [10] In his Social Economics, Wieser (1927 [1914]) treats the State as an exception to the general laws of voluntary trade and marginal utility. He makes the assumption of a benevolent utilitarian State which maximizes collective utility; nonetheless, Wieser warns the public sector against progressive taxation, since it can alter the historically sanctioned equilibrium of society. The same view is also expressed in Natural Value (Wieser, 1893).


  [11] Friedrich von Hayek, also formerly a student of Wieser, did not tackle directly the analysis of taxation in his technical papers and books. In an imaginative article, Spicer (1995) tries to figure out what kind of taxation would fit the Hayekian vision of the State. He maintains that neutrality, predictability, and non-discrimination would be desirable features of an optimal Hayekian tax system. Spicer also maintains that Hayek’s writings may be interpreted as providing a warning against radical changes in taxation policy, whatever the objectives of such radical changes might be (p. 106). Needless to say, the classical liberal view on the subject is diametrically opposed to this kind of arguments which praise the status quo for its own sake, no matter how wrong it may be.


  [12] See Rothbard (1981). The discussion that follows is broadly based on this fundamental contribution.


  [13] For example, see the chapter Fiscal Mysteries Revealed in Rothbard (1995).


  [14] In the Austrian tradition, Walter Block (1989) has provided solid confutations to the more up-to-date apologetics toward taxation and State intervention.


  [15] John Stuart Mill viewed property rights, no less than political institutions, as creatures of “time, place and circumstance,” to be assessed and altered to harmonize with “the permanent interests of man as a progressive being” (Gray, 1979).


  [16] Economists have long tried to design a neutral tax in a way that resembles a market price (Rothbard 2004a, pp. 919–27) in order to minimize its distortive effects, but the general principles of taxing according to the benefit received or to equal sacrifice can never produce a compulsory trade which is economically equivalent to a voluntary one. The very concept of voluntary taxation is an oxymoron.


  [17] The same objection can be put forward regarding theories of cost-push inflation based on the mark-up theory of price formation.


  [18] The two classical references are Cantillon (1755) and Say (2001 [1803]).


  [19] In a somewhat obscure paragraph promisingly titled The Incentive for Entrepreneurial Discovery, Kirzner (1997, pp. 316–19) states that in order to “switch on” the alertness of a potential discoverer to socially significant opportunities, they must offer gain to the potential discoverer himself. This hint, however, does not go beyond an alternative verbal formulation of the concept of profit opportunity and is useless to characterize incentives to entrepreneurship in the real world.


  [20] In his contribution specifically focused on corporate income taxation, Kirzner (1976) seems to suggest that taxing pure profits may induce entrepreneurs to leave some profit opportunities unexploited. This happens because taxation reduces the private gain from alertness. This line of reasoning does not fit the paradigm of Kirznerian entrepreneurship, since it implies a conscious decision on whether to use the mental faculty of alertness, a decision based on a balance between its expected returns and an opportunity cost which must be greater than zero. This possibility is explicitly ruled out by his concept of entrepreneurship as expressed in his classical exposition (Kirzner, 1973).


  [21] Schumpeter (1982 [1911]) also advanced a theory of entrepreneurship which is consistent with some of the main features of the Mises-Rothbard view. Even though he decidedly departed from the Austrian paradigm of subjectivism, endorsing a Walrasian view of the economy, he described the entrepreneur as the economic agent who continuously plays a destabilizing role in the price system, for the benefit of introducing technical and commercial innovations.


  [22] Antitrust law and corporate taxation have a common inspiration in anti-market ethics. In particular, taxing profits is supposed to equilibrate income distribution toward paid work. Mises (1998) contends that taxing profits can permanently shift the balance between capital and labor. Since, in the long run, corporate taxation decreases the level of capital accumulation in the economy, the marginal productivity of labor cannot grow, and so cannot wages. Consequently, the only real source for the enrichment of the labor class is severely damaged. This perverse effect works against the intention of the political parties which support corporate taxation on the ground that capitalists and workers fight over the distribution of a cake of given size. This unintentional effect on salaries and wages is less apparent than other distortions, but probably lies among the most severe ones.


  [23] For a clear assessment of the irrationality of fiscal harmonization, see Salin (1988).
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