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Not to be confused with Lunar eclipse.
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Photo of 1999 total eclipse





As seen from the Earth, a solar eclipse occurs when the Moon passes between the Sun and Earth, and the Moon fully or partially blocks ("occults") the Sun. This can happen only at new moon, when the Sun and the Moon are in conjunction as seen from Earth in an alignment referred to as syzygy. In a total eclipse, the disk of the Sun is fully obscured by the Moon. In partial and annular eclipses only part of the Sun is obscured.

If the Moon were in a perfectly circular orbit, a little closer to the Earth, and in the same orbital plane, there would be total solar eclipses every single month. However, the Moon's orbit is inclined (tilted) at more than 5 degrees to Earth's orbit around the Sun (see ecliptic) so its shadow at new moon usually misses Earth. Earth's orbit is called the ecliptic plane as the Moon's orbit must cross this plane in order for an eclipse (both solar as well as lunar) to occur. In addition, the Moon's actual orbit is elliptical, often taking it far enough away from Earth that its apparent size is not large enough to block the Sun totally. The orbital planes cross each year at a line of nodes resulting in at least two, and up to five, solar eclipses occurring each year; no more than two of which can be total eclipses.[1][2] However, total solar eclipses are rare at any particular location because totality exists only along a narrow path on Earth's surface traced by the Moon's shadow or umbra.

An eclipse is a natural phenomenon. Nevertheless, in some ancient and modern cultures, solar eclipses have been attributed to supernatural causes or regarded as bad omens. A total solar eclipse can be frightening to people who are unaware of its astronomical explanation, as the Sun seems to disappear during the day and the sky darkens in a matter of minutes.

Because it is dangerous to look directly at the Sun, observers should use special eye protection or indirect viewing techniques when viewing a partial eclipse, or the partial phases of a total eclipse. It is safe to view the total phase of a total solar eclipse with the unaided eye and without protection, however. People referred to as eclipse chasers or umbraphiles will travel to remote locations to observe or witness predicted central solar eclipses.[3][4]
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Partial and annular phases of solar eclipse on May 20, 2012
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Comparison of minimum and maximum apparent sizes of the Sun and Moon (and planets). An annular eclipse can occur when the Sun has a larger apparent size than the Moon whereas a total eclipse can occur when the Moon has a larger apparent size.






[image: ]

[image: ]

Partial solar eclipse -- this was the annular eclipse of May 20, 2012, observed outside the path of annularity





There are four types of solar eclipses:


	A total eclipse occurs when the dark silhouette of the Moon completely obscures the intensely bright light of the Sun, allowing the much fainter solar corona to be visible. During any one eclipse, totality occurs at best only in a narrow track on the surface of Earth.[5]

	An annular eclipse occurs when the Sun and Moon are exactly in line, but the apparent size of the Moon is smaller than that of the Sun. Hence the Sun appears as a very bright ring, or annulus, surrounding the dark disk of the Moon. The next annular eclipse is on May 10, 2013.[6]

	A hybrid eclipse (also called annular/total eclipse) shifts between a total and annular eclipse. At certain points on the surface of Earth it appears as a total eclipse, whereas at other points it appears as annular. Hybrid eclipses are comparatively rare.[6]

	A partial eclipse occurs when the Sun and Moon are not exactly in line and the Moon only partially obscures the Sun. This phenomenon can usually be seen from a large part of Earth outside of the track of an annular or total eclipse. However, some eclipses can only be seen as a partial eclipse, because the umbra passes above the Earth's polar regions and never intersects Earth's surface.[6]



The Sun's distance from Earth is about 400 times the Moon's distance, and the Sun's diameter is about 400 times the Moon's diameter. Because these ratios are approximately the same, the Sun and the Moon as seen from Earth appear to be approximately the same size: about 0.5 degree of arc in angular measure.[6]

A separate category of solar eclipses is that of the Sun being occluded by a body other than the Earth's moon, as can be observed at points in space away from the Earth's surface. Two examples are when the crew of Apollo 12 observed the Earth to eclipse the Sun in 1969 and when the Cassini probe observed Saturn to eclipse the Sun in 2006.

The Moon's orbit around Earth is an ellipse, as is Earth's orbit around the Sun. The apparent sizes of the Sun and Moon therefore vary.[7] The magnitude of an eclipse is the ratio of the apparent size of the Moon to the apparent size of the Sun during an eclipse. An eclipse that occurs when the Moon is near its closest distance to Earth (i.e., near its perigee) can be a total eclipse because the Moon will appear to be large enough to completely cover the Sun's bright disk, or photosphere; a total eclipse has a magnitude greater than 1. Conversely, an eclipse that occurs when the Moon is near its farthest distance from Earth (i.e., near its apogee) can only be an annular eclipse because the Moon will appear to be slightly smaller than the Sun; the magnitude of an annular eclipse is less than 1. Slightly more solar eclipses are annular than total because, on average, the Moon lies too far from Earth to cover the Sun completely. A hybrid eclipse occurs when the magnitude of an eclipse changes during the event from less to greater than one, so the eclipse appears to be total at some locations on Earth and annular at other locations.[8]

Because Earth's orbit around the Sun is also elliptical, Earth's distance from the Sun similarly varies throughout the year. This affects the apparent size of the Sun in the same way, but not as much as does the Moon's varying distance from Earth.[6] When Earth approaches its farthest distance from the Sun in July, a total eclipse is somewhat more likely, whereas conditions favour an annular eclipse when Earth approaches its closest distance to the Sun in January.[9]

 Terminology for central eclipse

Central eclipse is often used as a generic term for a total, annular, or hybrid eclipse.[10] This is, however, not completely correct: the definition of a central eclipse is an eclipse during which the central line of the umbra touches the Earth's surface. It is possible, though extremely rare, that part of the umbra intersects with Earth (thus creating an annular or total eclipse), but not its central line. This is then called a non-central total or annular eclipse.[10] The next non-central solar eclipse will be on April 29, 2014. This will be an annular eclipse. The next non-central total solar eclipse will be on April 9, 2043.[11]

The phases observed during a total eclipse are called:[12]


	First contact—when the Moon's limb (edge) is exactly tangential to the Sun's limb.

	Second contact—starting with Baily's Beads (caused by light shining through valleys on the Moon's surface) and the diamond ring effect. Almost the entire disk is covered.

	Totality—the Moon obscures the entire disk of the Sun and only the solar corona is visible.

	Third contact—when the first bright light becomes visible and the Moon's shadow is moving away from the observer. Again a diamond ring may be observed.

	Fourth contact—when the trailing edge of the Moon ceases to overlap with the solar disk and the eclipse ends.



 Predictions

 Geometry
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Geometry of a total solar eclipse (not to scale)
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A Total eclipse in the umbra.

B Annular eclipse in the antumbra.

C Partial eclipse in the penumbra





The diagrams to the right show the alignment of the Sun, Moon and Earth during a solar eclipse. The dark gray region between the Moon and Earth is the umbra, where the Sun is completely obscured by the Moon. The small area where the umbra touches Earth's surface is where a total eclipse can be seen. The larger light gray area is the penumbra, in which a partial eclipse can be seen. An observer in the antumbra, the area of shadow beyond the umbra, will see an annular eclipse.[13]

The Moon's orbit around Earth is inclined at an angle of just over 5 degrees to the plane of Earth's orbit around the Sun (the ecliptic). Because of this, at the time of a new moon, the Moon will usually pass to the north or south of the Sun. A solar eclipse can occur only when new moon occurs close to one of the points (known as nodes) where the Moon's orbit crosses the ecliptic.[14]

As noted above, the Moon's orbit is also elliptical. The Moon's distance from Earth can vary by about 6% from its average value. Therefore, the Moon's apparent size varies with its distance from Earth, and it is this effect that leads to the difference between total and annular eclipses. The distance of Earth from the Sun also varies during the year, but this is a smaller effect. On average, the Moon appears to be slightly smaller than the Sun as seen from Earth, so the majority (about 60%) of central eclipses are annular. It is only when the Moon is closer to Earth than average (near its perigee) that a total eclipse occurs.[15][16]



	
	Moon
	Sun



	At perigee

(nearest)
	At apogee

(farthest)
	At perihelion

(nearest)
	At aphelion

(farthest)



	Mean radius
	1,737.10 kilometres

(1,079.38 miles)
	696,000 kilometres

(432,000 miles)



	Distance
	363,104 km

(225,622 mi)
	405,696 km

(252,088 mi)
	147,098,070 km

(91,402,500 mi)
	152,097,700 km

(94,509,100 mi)



	Angular

diameter[17]
	33' 30"

(0.5583°)
	29' 26"

(0.4905°)
	32' 42"

(0.5450°)
	31' 36"

(0.5267°)



	Apparent size

to scale
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	Rank in
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	1st
	4th
	2nd
	3rd




The Moon orbits Earth in approximately 27.3 days, relative to a fixed frame of reference. This is known as the sidereal month. However, during one sidereal month, Earth has revolved part way around the Sun, making the average time between one new moon and the next longer than the sidereal month: it is approximately 29.5 days. This is known as the synodic month, and corresponds to what is commonly called the lunar month.[14]

The Moon crosses from south to north of the ecliptic at its ascending node, and vice versa at its descending node.[14] However, the nodes of the Moon's orbit are gradually moving in a retrograde motion, due to the action of the Sun's gravity on the Moon's motion, and they make a complete circuit every 18.6 years. This regression means that the time between each passage of the Moon through the ascending node is slightly shorter than the sidereal month. This period is called the nodical or draconic month.[18]

Finally, the Moon's perigee is moving forwards or precessing in its orbit, and makes a complete circuit in 8.85 years. The time between one perigee and the next is slightly longer than the sidereal month and known as the anomalistic month.[19]

The Moon's orbit intersects with the ecliptic at the two nodes that are 180 degrees apart. Therefore, the new moon occurs close to the nodes at two periods of the year approximately six months (173.3 days) apart, known as eclipse seasons, and there will always be at least one solar eclipse during these periods. Sometimes the new moon occurs close enough to a node during two consecutive months to eclipse the Sun on both occasions in two partial eclipses. This means that in any given year, there will always be at least two solar eclipses, and there can be as many as five.[20]

Eclipses can occur only when the Sun is within about 15 to 18 degrees of a node, (10 to 12 degrees for central eclipses). This is referred to as an eclipse limit. In the time it takes for the Moon to return to a node (draconic month), the apparent position of the Sun has moved about 29 degrees, relative to the nodes.[1] Since the eclipse limit creates a window of opportunity of up to 36 degrees (24 degrees for central eclipses), it is possible for partial eclipses (or rarely a partial and a central eclipse) to occur in consecutive months.[21][22]

 Path

During a central eclipse, the Moon's umbra (or antumbra, in the case of an annular eclipse) moves rapidly from west to east across the Earth. The Earth is also rotating from west to east, at about 28 km/min at the Equator, but as the Moon is moving in the same direction as the Earth's spin at about 61 km/min, the umbra almost always appears to move in a roughly west-east direction across a map of the Earth at the speed of the Moon's orbital velocity minus the Earth's rotational velocity.[23]

The width of the track of a central eclipse varies according to the relative apparent diameters of the Sun and Moon. In the most favourable circumstances, when a total eclipse occurs very close to perigee, the track can be over 250 km wide and the duration of totality may be over 7 minutes. Outside of the central track, a partial eclipse is seen over a much larger area of the Earth. Typically, the umbra is 100–160 km wide, while the penumbral diameter is in excess of 6400 km.[24]

 Occurrence and cycles
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Total Solar Eclipse Paths: 1001–2000, showing that total solar eclipses occur everywhere on earth. This image was merged from 50 separate images from NASA.[25]





Total solar eclipses are rare events. Although they occur somewhere on Earth every 18 months on average,[26] it is estimated that they recur at any given place only once every 360 to 410 years, on average.[27] The total eclipse lasts for only a maximum of a few minutes at any location, because the Moon's umbra moves eastward at over 1700 km/h.[28] Totality can never last more than 7 min 31 s, and is usually shorter than 5 minutes:[29] during each millennium there are typically fewer than 10 total solar eclipses exceeding 7 minutes. The last time this happened was June 30, 1973 (7 min 3 sec). Observers aboard a Concorde aircraft were able to stretch totality to about 72 minutes by flying along the path of the Moon's umbra.[30] The next total eclipse exceeding seven minutes in duration will not occur until June 25, 2150. The longest total solar eclipse during the 8,000 year period from 3000 BC to 5000 AD will occur on July 16, 2186, when totality will last 7 min 29 s.[31] For comparison, the longest total eclipse of the 20th century at 7 min 8 s occurred on June 20, 1955 and there are no total solar eclipses over 7 min in duration in the 21st century.[32]

If the date and time of any solar eclipse are known, it is possible to predict other eclipses using eclipse cycles. The saros is probably the best known and one of the most accurate eclipse cycles. A saros lasts 6,585.3 days (a little over 18 years), which means that after this period a practically identical eclipse will occur. The most notable difference will be a shift of about 120° in longitude (due to the 0.3 days) and a little in latitude. A saros series always starts with a partial eclipse near one of Earth's polar regions, then shifts over the globe through a series of annular or total eclipses, and ends with a partial eclipse at the opposite polar region. A saros series lasts 1226 to 1550 years and 69 to 87 eclipses, with about 40 to 60 of them being central.[33]

 Frequency per year

Between two and five solar eclipses occur every year, with at least one per eclipse season. Since the Gregorian calendar was instituted in 1582, years that have had five solar eclipses were 1693, 1758, 1805, 1823, 1870, and 1935. The next occurrence will be 2206.[34]


The 5 solar eclipses of 1935

	January 5
	February 3
	June 30
	July 30
	December 25



	Partial

(south)
	Partial

(north)
	Partial

(north)
	Partial

(south)
	Annular

(south)
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Saros 111
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Saros 149
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Saros 116
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Saros 154
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Saros 121




 Final totality

Solar eclipses are seen on Earth because of a fortuitous combination of circumstances. Even on Earth, eclipses of the type familiar to people today are a temporary (on a geological time scale) phenomenon. Hundreds of millions of years in the past, the Moon was too close to the Earth to precisely occlude the Sun as it does during eclipses today; and over a billion years in the future, it will be too far away to do so.[35]

Due to tidal acceleration, the orbit of the Moon around Earth becomes approximately 3.8 cm more distant each year. It is estimated that in slightly less than 1.4 billion years, the distance from Earth to the Moon will have increased by 23,500 km. During that period, the angular diameter of Moon will decrease in size, meaning that it will no longer be able to completely cover the Sun's disk as seen from Earth. This will be true even when the Moon is at perigee, and Earth at aphelion. Therefore, the last total solar eclipse on Earth will occur in slightly less than 1.4 billion years.[35]

 Historical eclipses
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Astronomers Studying an Eclipse painted by Antoine Caron in 1571





Historical eclipses are a very valuable resource for historians, in that they allow a few historical events to be dated precisely, from which other dates and ancient calendars may be deduced. A solar eclipse of June 15, 763 BC mentioned in an Assyrian text is important for the Chronology of the Ancient Orient.[36] There have been other claims to date earlier eclipses. The Emperor Zhong Kang supposedly beheaded two astronomers, Hsi and Ho, who failed to predict an eclipse 4000 years ago.[37] Perhaps the earliest still-unproven claim is that of archaeologist Bruce Masse, who putatively links an eclipse that occurred on May 10, 2807 BC with a possible meteor impact in the Indian Ocean on the basis of several ancient flood myths that mention a total solar eclipse.[38]

Eclipses have been interpreted as omens, or portents.[39] The ancient Greek historian Herodotus wrote that Thales of Miletus predicted an eclipse that occurred during a war between the Medians and the Lydians. Both sides put down their weapons and declared peace as a result of the eclipse.[40] The exact eclipse involved remains uncertain, although the issue has been studied by hundreds of ancient and modern authorities. One likely candidate took place on May 28, 585 BC, probably near the Halys river in Asia Minor.[41] An eclipse recorded by Herodotus before Xerxes departed for his expedition against Greece,[42] which is traditionally dated to 480 BC, was matched by John Russell Hind to an annular eclipse of the Sun at Sardis on February 17, 478 BC.[43] Alternatively, a partial eclipse was visible from Persia on October 2, 480 BC.[44] Herodotus also reports a solar eclipse at Sparta during the Second Persian invasion of Greece.[45] The date of the eclipse (August 1, 477 BC) does not match exactly the conventional dates for the invasion accepted by historians.[46]

Chinese records of eclipses begin at around 720 BC.[47] The 4th century BC astronomer Shi Shen described the prediction of eclipses by using the relative positions of the Moon and Sun.[48] The "radiating influence" theory (i.e., the Moon's light was light reflected from the Sun) was existent in Chinese thought from about the sixth century BC (in the Zhi Ran of Zhi Ni Zi),[49] though it was opposed by the 1st century AD philosopher Wang Chong, who made clear in his writing that this theory was nothing new.[48] Ancient Greeks, such as Parmenides and Aristotle, also supported the theory of the Moon shining because of reflected light.[49]

Attempts have been made to establish the exact date of Good Friday by assuming the darkness described at Jesus's crucifixion was a solar eclipse. This research has not yielded conclusive results,[50][51] and Good Friday is recorded as being at Passover, which is held at the time of a full moon. In the Western hemisphere, there are few reliable records of eclipses before 800 AD, until the advent of Arab and monastic observations in the early medieval period.[47] The first recorded observation of the corona was made in Constantinople in 968 AD.[44][47]

The first known telescopic observation of a total solar eclipse was made in France in 1706.[47] Nine years later, English astronomer Edmund Halley observed the solar eclipse of May 3, 1715.[44][47] By the mid-19th century, scientific understanding of the Sun was improving through observations of the Sun's corona during solar eclipses. The corona was identified as part of the Sun's atmosphere in 1842, and the first photograph (or daguerreotype) of a total eclipse was taken of the solar eclipse of July 28, 1851.[44] Spectroscope observations were made of the solar eclipse of August 18, 1868, which helped to determine the chemical composition of the Sun.[44]

 Viewing

Looking directly at the photosphere of the Sun (the bright disk of the Sun itself), even for just a few seconds, can cause permanent damage to the retina of the eye, because of the intense visible and invisible radiation that the photosphere emits. This damage can result in impairment of vision, up to and including blindness. The retina has no sensitivity to pain, and the effects of retinal damage may not appear for hours, so there is no warning that injury is occurring.[52][53]

Under normal conditions, the Sun is so bright that it is difficult to stare at it directly. However, during an eclipse, with so much of the Sun covered, it is easier and more tempting to stare at it. In fact however, looking at the Sun during an eclipse is as dangerous as looking at it outside an eclipse, except during the brief period of totality, when the Sun's disk is completely covered (totality occurs only during a total eclipse and only very briefly; it does not occur during a partial or annular eclipse). Viewing the Sun's disk through any kind of optical aid (binoculars, a telescope, or even an optical camera viewfinder) is extremely hazardous and can cause irreversible eye damage within a fraction of a second.[54][55]

 Partial and annular eclipses
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Eclipse glasses
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Pinhole projection method of observing partial solar eclipse. Insert (upper left): partially eclipsed Sun photographed with a white solar filter. Main image: projections of the partially eclipsed Sun (bottom right)





Viewing the Sun during partial and annular eclipses (and during total eclipses outside the brief period of totality) requires special eye protection, or indirect viewing methods, if eye damage is to be avoided. The Sun's disk can be viewed using appropriate filtration to block the harmful part of the Sun's radiation. Sunglasses do not make viewing the Sun safe. Only properly designed and certified solar filters should be used for direct viewing of the Sun's disk.[56] Especially, self-made filters using common objects such as a floppy disk removed from its case, a Compact Disc, a black colour slide film, smoked glass, etc. must be avoided.[57][58]

The safest way to view the Sun's disk is by indirect projection.[59] This can be done by projecting an image of the disk onto a white piece of paper or card using a pair of binoculars (with one of the lenses covered), a telescope, or another piece of cardboard with a small hole in it (about 1 mm diameter), often called a pinhole camera. The projected image of the Sun can then be safely viewed; this technique can be used to observe sunspots, as well as eclipses. Care must be taken, however, to ensure that no one looks through the projector (telescope, pinhole, etc.) directly.[60] Viewing the Sun's disk on a video display screen (provided by a video camera or digital camera) is safe, although the camera itself may be damaged by direct exposure to the Sun. The optical viewfinders provided with some video and digital cameras are not safe. Securely mounting #14 welder's glass in front of the lens and viewfinder protects the equipment and makes viewing possible.[58] Professional workmanship is essential because of the dire consequences any gaps or detaching mountings will have. In the partial eclipse path one will not be able to see the corona or nearly complete darkening of the sky, however, depending on how much of the Sun's disk is obscured, some darkening may be noticeable. If three-quarters or more of the sun is obscured, then an effect can be observed by which the daylight appears to be dim, as if the sky were overcast, yet objects still cast sharp shadows.[61]

 Totality
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Baily's beads





When the shrinking visible part of the photosphere becomes very small, Baily's beads will occur. These are caused by the sunlight still being able to reach Earth through lunar valleys. Totality then begins with the diamond ring effect, the last bright flash of sunlight.[62]

It is safe to observe the total phase of a solar eclipse directly only when the Sun's photosphere is completely covered by the Moon, and not before or after totality.[59] During this period the Sun is too dim to be seen through filters. The Sun's faint corona will be visible, and the chromosphere, solar prominences, and possibly even a solar flare may be seen. At the end of totality, the same effects will occur in reverse order, and on the opposite side of the Moon.[62]

 Photography

Photographing an eclipse is possible with fairly common camera equipment. In order for the disk of the Sun/Moon to be easily visible, a fairly high magnification long focus lens is needed (at least 200 mm for a 35 mm camera), and for the disk to fill most of the frame, a longer lens is needed (over 500 mm). As with viewing the Sun directly, looking at it through the viewfinder of a camera can produce damage to the retina, so care is recommended.[63]

 Other observations


[image: ]

[image: ]

The progression of a solar eclipse on August 1, 2008 in Novosibirsk, Russia. All times UTC (local time was UTC+7). The time span between shots is three minutes.





A total solar eclipse forms a rare opportunity to observe the corona (the outer layer of the Sun's atmosphere). Normally this is not visible because the photosphere is much brighter than the corona. According to the point reached in the solar cycle, the corona may appear small and symmetric, or large and fuzzy. It is very hard to predict this prior to totality.[64]

Phenomena associated with eclipses include shadow bands (also known as flying shadows), which are similar to shadows on the bottom of a swimming pool. They only occur just prior to and after totality, when a narrow solar crescent acts as an anisotropic light source.[65]

 1919 observations


[image: ]

[image: ]

The original photograph of the 1919 eclipse which was claimed to confirm Einstein's theory of general relativity.





The observation of a total solar eclipse of May 29, 1919 helped to confirm Einstein's theory of general relativity. By comparing the apparent distance between stars, with and without the Sun between them, Arthur Eddington stated that the theoretical predictions about gravitational lenses were confirmed. The observation with the Sun between the stars was only possible during totality, since the stars are then visible. Though Eddington's observations were near experimental limits of accuracy at the time, work in the later half of the 20th century confirmed his results.[66][67]

 Gravity anomalies

There is a long history of observations of gravity-related phenomena during solar eclipses, especially around totality. In 1954 and again in 1959, Maurice Allais reported observations of strange and unexplained movement during solar eclipses.[68] This phenomenon is now called the Allais Effect. Similarly, Saxl and Allen in 1970 observed sudden change in motion of a torsion pendulum, and this phenomenon is called the Saxl effect.[69]

A recent published observation during the 1997 solar eclipse by Wang et al. suggested a possible gravitational shielding effect,[70] which generated debate. Later in 2002, Yang and Wang published detailed data analysis which suggested that the phenomenon still remains unexplained.[71]

 Eclipses and transits

In principle, the simultaneous occurrence of a Solar eclipse and a transit of a planet is possible. But these events are extremely rare because of their short durations. The next anticipated simultaneous occurrence of a Solar eclipse and a transit of Mercury will be on July 5, 6757, and a Solar eclipse and a transit of Venus is expected on April 5, 15232.[72]

More common, but still infrequent, is a conjunction of a planet (especially but not only Mercury or Venus) at the time of a total solar eclipse, in which event the planet will be visible very near the eclipsed Sun, when without the eclipse it would have been lost in the Sun's glare. At one time, some scientists hypothesized that there may be a planet (often given the name Vulcan) even closer to the Sun than Mercury; the only way to confirm its existence would have been to observe it in transit or during a total solar eclipse. No such planet was ever found.[73]

 Artificial satellites
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Shadow of the moon above Turkey and Cyprus, seen from the ISS during a 2006 total solar eclipse.





Artificial satellites can also pass in front of the Sun as seen from Earth, but none is large enough to cause an eclipse. At the altitude of the International Space Station, for example, an object would need to be about 3.35 km (2.08 mi) across to blot the Sun out entirely. These transits are difficult to watch, because the zone of visibility is very small. The satellite passes over the face of the Sun in about a second, typically. As with a transit of a planet, it will not get dark.[74]

Observations of eclipses from spacecraft or artificial satellites orbiting above the Earth's atmosphere are not subject to weather conditions. The crew of Gemini 12 observed a total solar eclipse from space in 1966.[75] The partial phase of the 1999 total eclipse was visible from Mir.[76]

 Recent and forthcoming solar eclipses
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Eclipse path for total and hybrid eclipses from 2001–2020.





Main article: List of solar eclipses in the 21st century

Further information: Lists of solar eclipses

Eclipses only occur in the eclipse season, when the Sun is close to either the ascending or descending node of the Moon. Each eclipse is separated by one, five or six lunations (synodic months), and the midpoint of each season is separated by 173.3 days, which is the mean time for the Sun to travel from one node to the next. The period is a little less than half a calendar year because the lunar nodes slowly regress. Because 223 synodic months is roughly equal to 239 anomalistic months and 242 draconic months, eclipses with similar geometry recur 223 synodic months (about 6,585.3 days) apart. This period (18 years 11.3 days) is a saros. Because 223 synodic months is not identical to 239 anomalistic months or 242 draconic months, saros cycles do not endlessly repeat. Each cycle begins with the Moon's shadow crossing the earth near the north or south pole, and subsequent events progress toward the other pole until the Moon's shadow misses the earth and the series ends.[21] Saros cycles are numbered; currently, cycles 117 to 156 are active.



	Solar eclipses



	1997–2000
	2000–2003
	2004–2007
	2008–2011
	2011–2014
	2015–2018
	2018–2021
	2022–2025
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	Moon portal







	Transit of Deimos from Mars

	Transit of Phobos from Mars

	Besselian Elements

	Black Sun (mythology)
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This article is about astronomical eclipses.  For other uses, see Eclipse (disambiguation).

"Total eclipse" redirects here. For other uses, see Total Eclipse (disambiguation).
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Totality during the 1999 solar eclipse. Solar prominences can be seen along the limb (in red) as well as extensive coronal filaments.





An eclipse is an astronomical event that occurs when an astronomical object is temporarily obscured, either by passing into the shadow of another body or by having another body pass between it and the viewer. An eclipse is a type of syzygy.[1]

The term eclipse is most often used to describe either a solar eclipse, when the Moon's shadow crosses the Earth's surface, or a lunar eclipse, when the Moon moves into the Earth's shadow. However, it can also refer to such events beyond the Earth-Moon system: for example, a planet moving into the shadow cast by one of its moons, a moon passing into the shadow cast by its host planet, or a moon passing into the shadow of another moon. A binary star system can also produce eclipses if the plane of the orbit of its constituent stars intersects the observer's position.
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 Etymology

The term is derived from the ancient Greek noun ἔκλειψις (ékleipsis), which means "the abandonment", "the downfall", or "the darkening of a heavenly body", which is derived from the verb ἐκλείπω (ekleípō) which means "to abandon", "to darken", or "to cease to exist,"[2] a combination of prefix ἐκ- (ek-), from preposition ἐκ (ek), "out," and of verb λείπω (leípō), "to be absent".[3][4]

 Umbra, penumbra and antumbra
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Umbra, penumbra and antumbra cast by an opaque object occulting a larger light source.





The region of the Moon's shadow in a solar eclipse is divided into three parts:[5]


	The umbra, within which the Moon completely covers the Sun (more precisely, its photosphere).

	The antumbra, extending beyond the tip of the umbra, within which the Moon is completely in front of the Sun but too small to completely cover it.

	The penumbra, within which the Moon is only partially in front of the Sun.



During a lunar eclipse only the umbra and penumbra are applicable. This is because Earth's apparent diameter from the viewpoint of the Moon is nearly four times that of the Sun.

The first contact occurs when the Moon's disc first starts to impinge on the Sun's; second contact is when the Moon's disc moves completely within the Sun's; third contact when it starts to move out of the Sun's; and fourth or last contact when it finally leaves the Sun's disc entirely.

The same terms may be used analogously in describing other eclipses, e.g., the antumbra of Deimos crossing Mars, or Phobos entering Mars's penumbra.

A total eclipse occurs when the observer is within the umbra, an annular eclipse when the observer is within the antumbra, and a partial eclipse when the observer is within the penumbra.

For spherical bodies, when the occulting object is smaller than the star, the length (L) of the umbra's cone-shaped shadow is given by:


	[image: L\ =\ \frac{r \cdot R_o}{R_s - R_o}]



where Rs is the radius of the star, Ro is the occulting object's radius, and r is the distance from the star to the occulting object. For Earth, on average L is equal to 1.384×106 km, which is much larger than the Moon's semimajor axis of 3.844×105 km. Hence the umbral cone of the Earth can completely envelop the Moon during a lunar eclipse.[6] If the occulting object has an atmosphere, however, some of the luminosity of the star can be refracted into the volume of the umbra. This occurs, for example, during an eclipse of the Moon by the Earth—producing a faint, ruddy illumination of the Moon even at totality.

 Eclipse cycles

An eclipse cycle takes place when a series of eclipses are separated by a certain interval of time. This happens when the orbital motions of the bodies form repeating harmonic patterns. A particular instance is the saros, which results in a repetition of a solar or lunar eclipse every 6,585.3 days, or a little over 18 years (because this is not a whole number of days, successive eclipses will be visible from different parts of the world).[7]

 Earth-Moon System
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A symbolic orbital diagram from the view of the Earth at the center, with the sun and moon projected upon the celestial sphere, showing the Moon's two nodes where eclipses can occur.





An eclipse involving the Sun, Earth and Moon can occur only when they are nearly in a straight line, allowing one to be hidden behind another, viewed from the third. Because the orbital plane of the Moon is tilted with respect to the orbital plane of the Earth (the ecliptic), eclipses can occur only when the Moon is close to the intersection of these two planes (the nodes). The Sun, Earth and nodes are aligned twice a year (during an eclipse season), and eclipses can occur during a period of about two months around these times. There can be from four to seven eclipses in a calendar year, which repeat according to various eclipse cycles, such as a saros.

Between 1901 and 2100 there are the maximum of seven eclipses in:[8]


	four (penumbral) lunar and three solar eclipses: 1908, 2038.

	four solar and three lunar eclipses: 1917, 1973, 2094.

	five solar and two lunar eclipses: 1934.



Excluding penumbral lunar eclipses, there are a maximum of seven eclipses in:[9]


	1591, 1656, 1787, 1805, 1917, 1935, 1982, and 2094.



 Solar eclipse

Main article: Solar eclipse
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The progression of a solar eclipse on August 1, 2008, viewed from Novosibirsk, Russia. The time between shots is three minutes.





As observed from the Earth, a solar eclipse occurs when the Moon passes in front of the Sun. The type of solar eclipse event depends on the distance of the Moon from the Earth during the event. A total solar eclipse occurs when the Earth intersects the umbra portion of the Moon's shadow. When the umbra does not reach the surface of the Earth, the Sun is only partially occulted, resulting in an annular eclipse. Partial solar eclipses occur when the viewer is inside the penumbra.[10]

The eclipse magnitude is the fraction of the Sun's diameter that is covered by the Moon. For a total eclipse, this value is always greater than or equal to one. In both annular and total eclipses, the eclipse magnitude is the ratio of the angular sizes of the Moon to the Sun.[11]

Solar eclipses are relatively brief events that can only be viewed in totality along a relatively narrow track. Under the most favorable circumstances, a total solar eclipse can last for 7 minutes, 31 seconds, and can be viewed along a track that is up to 250 km wide. However, the region where a partial eclipse can be observed is much larger. The Moon's umbra will advance eastward at a rate of 1,700 km/h, until it no longer intersects the Earth's surface.
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Geometry of a total solar eclipse (not to scale)





During a solar eclipse, the Moon can sometimes perfectly cover the Sun because its size is nearly the same as the Sun's when viewed from the Earth. A total solar eclipse is in fact an occultation while an annular solar eclipse is a transit.

When observed at points in space other than from the Earth's surface, the Sun can be eclipsed by bodies other than the Moon. Two examples include when the crew of Apollo 12 observed the Earth to eclipse the Sun in 1969 and when the Cassini probe observed Saturn to eclipse the Sun in 2006.

 Lunar eclipse

Main article: Lunar eclipse
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The progression of a lunar eclipse. Totality is shown with the last two images to lower right. These required a longer exposure time to make the details visible.





Lunar eclipses occur when the Moon passes through the Earth's shadow. Since this occurs only when the Moon is on the far side of the Earth from the Sun, lunar eclipses only occur when there is a full moon. Unlike a solar eclipse, an eclipse of the Moon can be observed from nearly an entire hemisphere. For this reason it is much more common to observe a lunar eclipse from a given location. A lunar eclipse also lasts longer, taking several hours to complete, with totality itself usually averaging anywhere from about 30 minutes to over an hour.[12]

There are three types of lunar eclipses: penumbral, when the Moon crosses only the Earth's penumbra; partial, when the Moon crosses partially into the Earth's umbra; and total, when the Moon crosses entirely into the Earth's umbra. Total lunar eclipses pass through all three phases. Even during a total lunar eclipse, however, the Moon is not completely dark. Sunlight refracted through the Earth's atmosphere enters the umbra and provides a faint illumination. Much as in a sunset, the atmosphere tends to more strongly scatter light with shorter wavelengths, so the illumination of the Moon by refracted light has a red hue,[13] thus the phrase 'Blood Moon' is often found in descriptions of such lunar events as far back as eclipses are recorded.[14]

 Historical record

Records of solar eclipses have been kept since ancient times. Eclipse dates can be used for chronological dating of historical records. A Syrian clay tablet records a solar eclipse which occurred on March 5, 1223 B.C.,[15] while Paul Griffin argues that a stone in Ireland records an eclipse on November 30, 3340 B.C.[16] Positing classical-era astronomers' use of Babylonian eclipse records mostly from the 13th century BC provides a feasible and mathematically consistent[17] explanation for the Greek finding all three lunar mean motions (synodic, anomalistic, draconitic) to a precision of about one part in a million or better. Chinese historical records of solar eclipses date back over 4,000 years and have been used to measure changes in the Earth's rate of spin.[18]

By the 1600s, European astronomers were publishing books with diagrams explaining how lunar and solar eclipses occurred.[19][20] In order to disseminate this information to a broader audience and decrease fear of the consequences of eclipses, booksellers printed broadsides explaining the event either using the science or via astrology.[21]

 Some Other planets and Pluto

 Gas giants

See also: Solar eclipses on Jupiter, Solar eclipses on Saturn, Solar eclipses on Uranus, and Solar eclipses on Neptune
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A picture of Jupiter and its moon Io taken by Hubble. The black spot is Io's shadow.
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Saturn occults the Sun as seen from the Cassini–Huygens space probe





The gas giant planets (Jupiter,[22] Saturn,[23] Uranus,[24] and Neptune)[25] have many moons and thus frequently display eclipses. The most striking involve Jupiter, which has four large moons and a low axial tilt, making eclipses more frequent as these bodies pass through the shadow of the larger planet. Transits occur with equal frequency. It is common to see the larger moons casting circular shadows upon Jupiter's cloudtops.

The eclipses of the Galilean moons by Jupiter became accurately predictable once their orbital elements were known. During the 1670s, it was discovered that these events were occurring about 17 minutes later than expected when Jupiter was on the far side of the Sun. Ole Rømer deduced that the delay was caused by the time needed for light to travel from Jupiter to the Earth. This was used to produce the first estimate of the speed of light.[26]

On the other three gas giants, eclipses only occur at certain periods during the planet's orbit, due to their higher inclination between the orbits of the moon and the orbital plane of the planet. The moon Titan, for example, has an orbital plane tilted about 1.6° to Saturn's equatorial plane. But Saturn has an axial tilt of nearly 27°. The orbital plane of Titan only crosses the line of sight to the Sun at two points along Saturn's orbit. As the orbital period of Saturn is 29.7 years, an eclipse is only possible about every 15 years.

The timing of the Jovian satellite eclipses was also used to calculate an observer's longitude upon the Earth. By knowing the expected time when an eclipse would be observed at a standard longitude (such as Greenwich), the time difference could be computed by accurately observing the local time of the eclipse. The time difference gives the longitude of the observer because every hour of difference corresponded to 15° around the Earth's equator. This technique was used, for example, by Giovanni D. Cassini in 1679 to re-map France.[27]

 Mars

Main article: Transit of Phobos from Mars
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Transit of Phobos from Mars, as seen by Mars Rover Opportunity





On Mars, only partial solar eclipses (transits) are possible, because neither of its moons is large enough, at their respective orbital radii, to cover the Sun's disc as seen from the surface of the planet. Eclipses of the moons by Mars are not only possible, but commonplace, with hundreds occurring each Earth year. There are also rare occasions when Deimos is eclipsed by Phobos.[28] Martian eclipses have been photographed from both the surface of Mars and from orbit.

 Pluto

Main article: Solar eclipses on Pluto

Pluto, with its proportionately large moon Charon, is also the site of many eclipses. A series of such mutual eclipses occurred between 1985 and 1990.[29] These daily events led to the first accurate measurements of the physical parameters of both objects.[30]

 Mercury and Venus

Eclipses are impossible on Mercury and Venus, which have no moons. However, both have been observed to transit across the face of the Sun. There are on average 13 transits of Mercury each century. Transits of Venus occur in pairs separated by an interval of eight years, but each pair of events happen less than once a century.[31]

 Eclipsing binaries

A binary star system consists of two stars that orbit around their common center of mass. The movements of both stars lie on a common orbital plane in space. When this plane is very closely aligned with the location of an observer, the stars can be seen to pass in front of each other. The result is a type of extrinsic variable star system called an eclipsing binary.

The maximum luminosity of an eclipsing binary system is equal to the sum of the luminosity contributions from the individual stars. When one star passes in front of the other, the luminosity of the system is seen to decrease. The luminosity returns to normal once the two stars are no longer in alignment.[32]

The first eclipsing binary star system to be discovered was Algol, a star system in the constellation Perseus. Normally this star system has a visual magnitude of 2.1. However, every 2.867 days the magnitude decreases to 3.4 for more than nine hours. This is caused by the passage of the dimmer member of the pair in front of the brighter star.[33] The concept that an eclipsing body caused these luminosity variations was introduced by John Goodricke in 1783.[34]

 See also


	Mursili's eclipse

	List of solar eclipses in the 21st century
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Figure 1: Illustration of Kepler's three laws with two planetary orbits.

(1) The orbits are ellipses, with focal points ƒ1 and ƒ2 for the first planet and ƒ1 and ƒ3 for the second planet. The Sun is placed in focal point ƒ1.



(2) The two shaded sectors A1 and A2 have the same surface area and the time for planet 1 to cover segment A1 is equal to the time to cover segment A2.



(3) The total orbit times for planet 1 and planet 2 have a ratio a13/2 : a23/2.
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In astronomy, Kepler's laws of planetary motion are three scientific laws describing orbital motion, originally formulated to describe the motion of planets around the Sun.

Kepler's laws are:


	The orbit of every planet is an ellipse with the Sun at one of the two foci.

	A line joining a planet and the Sun sweeps out equal areas during equal intervals of time.[1]

	The square of the orbital period of a planet is proportional to the cube of the semi-major axis of its orbit.
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 History

Johannes Kepler published his first two laws in 1609, having found them by analyzing the astronomical observations of Tycho Brahe.[2] Kepler discovered his third law many years later, and it was published in 1619.[2] At the time, Kepler's laws were radical claims; the prevailing belief (particularly in epicycle-based theories) was that orbits were perfect circles. Most of the planetary orbits can be rather closely approximated as circles, so it is not immediately evident that the orbits are ellipses. Detailed calculations for the orbit of the planet Mars first indicated to Kepler its elliptical shape, and he inferred that other heavenly bodies, including those farther away from the Sun, have elliptical orbits too. Kepler's laws and his analysis of the observations on which they were based challenged the long-accepted geocentric models of Aristotle and Ptolemy, and generally supported the heliocentric theory of Nicolaus Copernicus (although Kepler's ellipses likewise did away with Copernicus's circular orbits and epicycles), by asserting that the Earth orbited the Sun, proving that the planets' speeds varied, and using elliptical orbits rather than circular orbits with epicycles.[2]

Some eight decades later, Isaac Newton proved that relationships like Kepler's would apply exactly under certain ideal conditions that are to a good approximation fulfilled in the solar system, as consequences of Newton's own laws of motion and law of universal gravitation.[Nb 1][3] Because of the nonzero planetary masses and resulting perturbations, Kepler's laws apply only approximately and not exactly to the motions in the solar system.[Nb 2][3] Voltaire's Eléments de la philosophie de Newton (Elements of Newton's Philosophy) was in 1738 the first publication to call Kepler's Laws "laws".[4] Together with Newton's mathematical theories, they are part of the foundation of modern astronomy and physics.[3]

 First Law

See also: ellipse and orbital eccentricity
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Figure 2: Kepler's first law placing the Sun at the focus of an elliptical orbit






	"The orbit of every planet is an ellipse with the Sun at one of the two foci."



An ellipse is a closed plane curve that resembles a stretched out circle (see the figure to the right). Note that the Sun is not at the center of the ellipse, but at one of its foci. This focal point is sometimes called the occupied focus. The other focal point, known as the empty or vacant focus, marked with a lighter dot, has no physical significance for the orbit. The center of an ellipse is the midpoint of the line segment joining its focal points. A circle is a special case of an ellipse where both focal points coincide.

How stretched out an ellipse is from a perfect circle is known as its eccentricity: a parameter that can take any value greater than or equal to 0 (a circle) and less than 1 (as the eccentricity tends to 1, the ellipse tends to a parabola). The eccentricities of the planets known to Kepler varied from 0.007 (Venus) to 0.2 (Mercury). (See List of planetary objects in the Solar System for more detail).

After Kepler's death, however, bodies with highly eccentric orbits were identified, among them many comets and asteroids. Heavenly bodies such as comets with parabolic or even hyperbolic orbits are possible under the Newtonian theory and have been observed.[5]
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Figure 4: Heliocentric coordinate system (r, θ) for ellipse. Also shown are: semi-major axis a, semi-minor axis b and semi-latus rectum p; center of ellipse and its two foci marked by large dots. For θ = 0°, r = rmin and for θ = 180°, r = rmax.





In mathematical equations of the ellipse, using Cartesian coordinates, the ellipse has its center of symmetry as its center. This however is not helpful in studying planetary orbits, since the sun is at one focus of the ellipse, not at the center. Therefore polar coordinates rather than Cartesian coordinates are used here.

Symbolically, an ellipse can be represented in polar coordinates as:


	[image: r=\frac{p}{1+\varepsilon\, \cos\theta},]



where (r, θ) are the polar coordinates (from the focus) for the ellipse, p is the semi-latus rectum, and ε is the eccentricity of the ellipse. Note that 0 < ε < 1 for a proper ellipse; if ε = 0, the ellipse has no eccentricity and can be analyzed directly as a case of a simple circle with the sun at the centre (see section Zero eccentricity below). For a planet orbiting the Sun, r is the distance from the Sun to the planet and θ is the angle between the planet's current position and its closest approach, with the Sun as the vertex.

At θ = 0°, perihelion, the distance is minimum


	[image: r_\mathrm{min}=\frac{p}{1+\varepsilon}.]



At θ = 90° and at θ = 270°, the distance is [image: \, p.]

At θ = 180°, aphelion, the distance is maximum


	[image: r_\mathrm{max}=\frac{p}{1-\varepsilon}.]



The semi-major axis a is the arithmetic mean between rmin and rmax:


	[image: \,r_\max - a=a-r_\min]




	[image: a=\frac{p}{1-\varepsilon^2}.]



The semi-minor axis b is the geometric mean between rmin and rmax:


	[image: \frac{r_\max} b =\frac b{r_\min}]




	[image: b=\frac p{\sqrt{1-\varepsilon^2}}.]



The semi-latus rectum p is the harmonic mean between rmin and rmax:


	[image: \frac{1}{r_\min}-\frac{1}{p}=\frac{1}{p}-\frac{1}{r_\max}]




	[image: pa=r_\max r_\min=b^2\,.]



The eccentricity ε is the coefficient of variation between rmin and rmax:


	[image: \varepsilon=\frac{r_\mathrm{max}-r_\mathrm{min}}{r_\mathrm{max}+r_\mathrm{min}}.]



The area of the ellipse is


	[image: A=\pi a b\,.]



The special case of a circle is ε = 0, resulting in r = p = rmin = rmax = a = b and A = π r2.

 Second law


[image: ]
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Illustration of Kepler's second law. The planet moves faster near the Sun so the same area is swept out in a given time as at larger distances, where the planet moves more slowly. The green arrow represents the planet's velocity, and the purple arrows represents the force on the planet.






	"A line joining a planet and the Sun sweeps out equal areas during equal intervals of time."[1]



In a small time [image: dt\,] the planet sweeps out a small triangle having base line [image: r\,] and height [image: r d\theta\,].

The area of this triangle is given by

[image: dA=\tfrac 1 2\cdot r\cdot r d\theta]

and so the constant areal velocity is

[image: \frac{dA}{dt}=\tfrac{1}{2}r^2 \frac{d\theta}{dt}.]
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Isaac Newton's proof of Kepler's second law, as described in his Principia Mathematica. If an instantaneous force is considered on the planet during its orbit, the area of the triangles defined by the path of the planet will be the same, for any fixed time interval. When the interval tends to zero, the force can be considered continuous. (Click on image for a detailed description.)





Now as the first law states that the planet follows an ellipse, the planet is at different distances from the Sun at different parts in its orbit. So the planet has to move faster when it is closer to the Sun so that it sweeps equal areas in equal times.

The total area enclosed by the elliptical orbit is


	[image: A=\pi ab.\,]



Therefore the period


	[image: P\,]



satisfies


	[image: \pi ab=P\cdot \tfrac 12r^2 \dot\theta]



or


	[image: r^2\dot \theta = nab ]



where


	[image: \dot\theta=\frac{d\theta}{dt}]



is the angular velocity, (using Newton notation for differentiation), and


	[image: n = \frac{2\pi}{P} ]



is the mean motion of the planet around the Sun.

 Third law


	"The square of the orbital period of a planet is directly proportional to the cube of the semi-major axis of its orbit."



The third law, published by Kepler in 1619 [1] captures the relationship between the distance of planets from the Sun, and their orbital periods. Symbolically, the law can be expressed as


	[image:  P^2 \propto a^3 ,]



where [image: P] is the orbital period of the planet and [image: a] is the semi-major axis of the orbit.

The constant of proportionality is


	[image: \frac{P_{planet}^2}{a_{planet}^3} = \frac{P_{earth}^2}{a_{earth}^3} = 1 \frac{ \rm{yr^2} }{ \rm{AU^3} } ]



for a sidereal year (yr), and astronomical unit (AU). (For numeric values see List of gravitationally rounded objects of the Solar System).

Kepler enunciated this third law in a laborious attempt to determine what he viewed as the "music of the spheres" according to precise laws, and express it in terms of musical notation.[6] So it used to be known as the harmonic law.[7]

For circular orbits, Kepler's 3rd Law is also commonly represented as


	[image: \frac{4 \pi^2}{T^2} = \frac{G M}{R^3}]



Where [image: T] is the period, [image: G] is the Gravitational constant, [image: M] is the mass of the larger body, and [image: R] is the distance between the centers of mass of the two bodies.

 Generality

Godefroy Wendelin, in 1643, noted that Kepler's third law applies to the four brightest moons of Jupiter.[Nb 3]

In fact, these laws approximately describe the motion of any two bodies in orbit around each other. (The statement in the first law about the focus becomes closer to exactitude as one of the masses becomes closer to zero mass. Where there are more than two masses, all of the statements in the laws become closer to exactitude as all except one of the masses become closer to zero mass and as the perturbations then also tend towards zero).[Nb 4] The masses of the two bodies can be nearly equal, e.g. Charon—Pluto (~1:10), in a small proportion, e.g. Moon—Earth (~1:100), or in a great proportion, e.g. Mercury—Sun (~1:10,000,000).

In all cases of two-body motion, rotation is about the barycenter of the two bodies, with neither one having its center of mass exactly at one focus of an ellipse. However, both orbits are ellipses with one focus at the barycenter. When the ratio of masses is large, the barycenter may be deep within the larger object, close to its center of mass. In such a case it may require sophisticated precision measurements to detect the separation of the barycenter from the center of mass of the larger object. But in the case of the planets orbiting the Sun, the largest of them mass as much as 1/1047.3486 (Jupiter) and 1/3497.898 (Saturn) of the solar mass,[8] and so it has long been known that the solar system barycenter can sometimes be outside the body of the Sun, up to about a solar diameter from its center.[Nb 5] Thus Kepler's first law, though not far off as an approximation, does not quite accurately describe the orbits of the planets around the Sun under classical physics.

 Zero eccentricity

Kepler's laws refine the model of Copernicus, which assumed circular orbits. If the eccentricity of a planetary orbit is zero, then Kepler's laws state:


	The planetary orbit is a circle

	The Sun is in the center

	The speed of the planet in the orbit is constant

	The square of the sidereal period is proportionate to the cube of the distance from the Sun.



Actually, the eccentricities of the orbits of the six planets known to Copernicus and Kepler are quite small, so the rules above give excellent approximations of planetary motion, but Kepler's laws fit observations even better.

Kepler's corrections to the Copernican model are not at all obvious:


	The planetary orbit is not a circle, but an ellipse

	The Sun is not at the center but at a focal point

	Neither the linear speed nor the angular speed of the planet in the orbit is constant, but the area speed is constant.

	The square of the sidereal period is proportionate to the cube of the mean between the maximum and minimum distances from the Sun.



The nonzero eccentricity of the orbit of the earth makes the time from the March equinox to the September equinox, around 186 days, unequal to the time from the September equinox to the March equinox, around 179 days. A diameter would cut the orbit into equal parts, but the equator cuts the orbit into two parts with areas in a 186 to 179 ratio, so the eccentricity of the orbit of the Earth is approximately


	[image: \varepsilon\approx\frac \pi 4 \frac {186-179}{186+179}\approx 0.015,]



which is close to the correct value (0.016710219). (See Earth's orbit). The calculation is correct when the perihelion, the date that the Earth is closest to the Sun, is on a solstice. The current perihelion, near January 4, is fairly close to the solstice on December 21 or 22.

 Relation to Newton's laws

Isaac Newton computed in his Philosophiæ Naturalis Principia Mathematica the acceleration of a planet moving according to Kepler's first and second law.


	The direction of the acceleration is towards the Sun.

	The magnitude of the acceleration is in inverse proportion to the square of the distance from the Sun.



This suggests that the Sun may be the physical cause of the acceleration of planets.

Newton defined the force on a planet to be the product of its mass and the acceleration. (See Newton's laws of motion). So:


	Every planet is attracted towards the Sun.

	The force on a planet is in direct proportion to the mass of the planet and in inverse proportion to the square of the distance from the Sun.



Here the Sun plays an unsymmetrical part, which is unjustified. So he assumed Newton's law of universal gravitation:


	All bodies in the solar system attract one another.

	The force between two bodies is in direct proportion to the product of their masses and in inverse proportion to the square of the distance between them.



As the planets have small masses compared to that of the Sun, the orbits conform to Kepler's laws approximately. Newton's model improves upon Kepler's model fits actual observations more accurately. (See two-body problem).

A deviation in the motion of a planet from Kepler's laws due to the gravity of other planets is called a perturbation.

 Computing position as a function of time 

Kepler used his two first laws to compute the position of a planet as a function of time. His method involves the solution of a transcendental equation called Kepler's equation.

The procedure for calculating the heliocentric polar coordinates (r,θ) of a planet as a function of the time t since perihelion, and the mean motion n = 2π/P, is the following four steps:


	1. Compute the mean anomaly

	[image: M=nt]





	2. Compute the eccentric anomaly E by solving Kepler's equation:

	[image: \ M=E-\varepsilon\cdot\sin E]





	3. Compute the true anomaly θ by the equation:

	[image: \tan\frac \theta 2 = \sqrt{\frac{1+\varepsilon}{1-\varepsilon}}\cdot\tan\frac E 2]





	4. Compute the heliocentric distance r from the first law:

	[image: r=\frac p {1+\varepsilon\cdot\cos\theta}]







The important special case of circular orbit, ε = 0, gives simply θ = E = M. Because the uniform circular motion was considered to be normal, a deviation from this motion was considered an anomaly.

The proof of this procedure is shown below.

 Mean anomaly, M
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FIgure 5: Geometric construction for Kepler's calculation of θ. The Sun (located at the focus) is labeled S and the planet P. The auxiliary circle is an aid to calculation. Line xd is perpendicular to the base and through the planet P. The shaded sectors are arranged to have equal areas by positioning of point y.





The Keplerian problem assumes an elliptical orbit and the four points:


	s the Sun (at one focus of ellipse);

	z the perihelion

	c the center of the ellipse

	p the planet



and


	[image: \ a=|cz|,] distance between center and perihelion, the semimajor axis,

	[image: \ \varepsilon={|cs|\over a},] the eccentricity,

	[image: \ b=a\sqrt{1-\varepsilon^2},] the semiminor axis,

	[image: \ r=|sp| ,] the distance between Sun and planet.

	[image: \theta=\angle zsp,] the direction to the planet as seen from the Sun, the true anomaly.



The problem is to compute the polar coordinates (r,θ) of the planet from the time since perihelion, t.

It is solved in steps. Kepler considered the circle with the major axis as a diameter, and


	[image: \ x,] the projection of the planet to the auxiliary circle

	[image: \ y,] the point on the circle such that the sector areas |zcy| and |zsx| are equal,

	[image: M=\angle zcy,] the mean anomaly.



The sector areas are related by [image: |zsp|=\frac b a \cdot|zsx|.]

The circular sector area [image: \ |zcy| =  \frac{a^2 M}2.]

The area swept since perihelion,


	[image: |zsp|=\frac b a \cdot|zsx|=\frac b a \cdot|zcy|=\frac b a\cdot\frac{a^2 M}2 = \frac {a b M}{2}, ]



is by Kepler's second law proportional to time since perihelion. So the mean anomaly, M, is proportional to time since perihelion, t.


	[image: M=n t,]



where n is the mean motion.

 Eccentric anomaly, E

When the mean anomaly M is computed, the goal is to compute the true anomaly θ. The function θ=f(M) is, however, not elementary.[9] Kepler's solution is to use


	[image: E=\angle zcx], x as seen from the centre, the eccentric anomaly



as an intermediate variable, and first compute E as a function of M by solving Kepler's equation below, and then compute the true anomaly θ from the eccentric anomaly E. Here are the details.


	[image: \ |zcy|=|zsx|=|zcx|-|scx|]




	[image: \frac{a^2 M}2=\frac{a^2 E}2-\frac {a\varepsilon\cdot a\sin E}2]



Division by a2/2 gives Kepler's equation


	[image: M=E-\varepsilon\cdot\sin E.]



This equation gives M as a function of E. Determining E for a given M is the inverse problem. Iterative numerical algorithms are commonly used.

Having computed the eccentric anomaly E, the next step is to calculate the true anomaly θ.

 True anomaly, θ

Note from the figure that


	[image: \overrightarrow{cd}=\overrightarrow{cs}+\overrightarrow{sd}]



so that


	[image: a\cdot\cos E=a\cdot\varepsilon+r\cdot\cos \theta.]



Dividing by [image: a] and inserting from Kepler's first law


	[image: \ \frac r a =\frac{1-\varepsilon^2}{1+\varepsilon\cdot\cos \theta} ]



to get


	[image: \cos E =\varepsilon+\frac{1-\varepsilon^2}{1+\varepsilon\cdot\cos \theta}\cdot\cos \theta ] [image: =\frac{\varepsilon\cdot(1+\varepsilon\cdot\cos \theta)+(1-\varepsilon^2)\cdot\cos \theta}{1+\varepsilon\cdot\cos \theta} ] [image: =\frac{\varepsilon +\cos \theta}{1+\varepsilon\cdot\cos \theta}.]



The result is a usable relationship between the eccentric anomaly E and the true anomaly θ.

A computationally more convenient form follows by substituting into the trigonometric identity:


	[image: \tan^2\frac{x}{2}=\frac{1-\cos x}{1+\cos x}.]



Get


	[image: \tan^2\frac{E}{2} =\frac{1-\cos E}{1+\cos E} ] [image: =\frac{1-\frac{\varepsilon+\cos \theta}{1+\varepsilon\cdot\cos \theta}}{1+\frac{\varepsilon+\cos \theta}{1+\varepsilon\cdot\cos \theta}} ] [image: =\frac{(1+\varepsilon\cdot\cos \theta)-(\varepsilon+\cos \theta)}{(1+\varepsilon\cdot\cos \theta)+(\varepsilon+\cos \theta)} ] [image: =\frac{1-\varepsilon}{1+\varepsilon}\cdot\frac{1-\cos \theta}{1+\cos \theta}=\frac{1-\varepsilon}{1+\varepsilon}\cdot\tan^2\frac{\theta}{2}.]



Multiplying by (1+ε)/(1−ε) and taking the square root gives the result


	[image: \tan\frac \theta2=\sqrt\frac{1+\varepsilon}{1-\varepsilon}\cdot\tan\frac E2.]



We have now completed the third step in the connection between time and position in the orbit.

 Distance, r

The fourth step is to compute the heliocentric distance r from the true anomaly θ by Kepler's first law:


	[image: \ r=a\cdot\frac{1-\varepsilon^2}{1+\varepsilon\cdot\cos \theta}.]



 Computing the planetary acceleration

In his Principia Mathematica Philosophiae Naturalis, Newton showed that Kepler's laws imply that the acceleration of the planets are directed towards the sun and depend on the distance from the sun by the inverse square law. However, the geometrical method used by Newton to prove the result is quite complicated. The demonstration below is based on calculus.[10]

 Acceleration vector

See also: Polar coordinate#Vector calculus and Mechanics of planar particle motion

From the heliocentric point of view consider the vector to the planet [image: \mathbf{r} = r \hat{\mathbf{r}} ] where [image:  r] is the distance to the planet and the direction [image:  \hat {\mathbf{r}} ] is a unit vector. When the planet moves the direction vector [image:  \hat {\mathbf{r}} ] changes:


	[image:  \frac{d\hat{\mathbf{r}}}{dt}=\dot{\hat{\mathbf{r}}} = \dot\theta  \hat{\boldsymbol\theta},\qquad \dot{\hat{\boldsymbol\theta}} = -\dot\theta \hat{\mathbf{r}}]



where [image: \scriptstyle  \hat{\boldsymbol\theta}] is the unit vector orthogonal to [image: \scriptstyle \hat{\mathbf{r}}] and pointing in the direction of rotation, and [image: \scriptstyle \theta] is the polar angle, and where a dot on top of the variable signifies differentiation with respect to time.

So differentiating the position vector twice to obtain the velocity and the acceleration vectors:


	[image: \dot{\mathbf{r}} =\dot{r} \hat{\mathbf{r}} + r \dot{\hat{\mathbf{r}}} =\dot{r} \hat{\mathbf{r}} + r \dot{\theta} \hat{\boldsymbol{\theta}},]

	[image: \ddot{\mathbf{r}}  = (\ddot{r} \hat{\mathbf{r}} +\dot{r} \dot{\hat{\mathbf{r}}} ) + (\dot{r}\dot{\theta} \hat{\boldsymbol{\theta}} + r\ddot{\theta} \hat{\boldsymbol{\theta}} + r\dot{\theta} \dot{\hat{\boldsymbol{\theta}}}) = (\ddot{r} - r\dot{\theta}^2) \hat{\mathbf{r}} + (r\ddot{\theta} + 2\dot{r} \dot{\theta}) \hat{\boldsymbol{\theta}}.]



So


	[image: \ddot{\mathbf{r}} = a_r \hat{\boldsymbol{r}}+a_\theta\hat{\boldsymbol{\theta}}]



where the radial acceleration is


	[image: a_r=\ddot{r} - r\dot{\theta}^2]



and the tangential acceleration is


	[image: a_\theta=r\ddot{\theta} + 2\dot{r} \dot{\theta}.]



 The inverse square law

Kepler's second law implies that the areal velocity [image: \tfrac 1 2 r^2 \dot \theta ] is a constant of motion. The tangential acceleration [image: a_\theta] is zero by Kepler's second law:


	[image: \frac{d (r^2 \dot \theta)}{dt} = r (2 \dot r \dot \theta + r \ddot \theta ) = r a_\theta = 0. ]



So the acceleration of a planet obeying Kepler's second law is directed exactly towards the sun.

Kepler's first law implies that the area enclosed by the orbit is [image: \pi ab], where [image: a] is the semi-major axis and [image: b] is the semi-minor axis of the ellipse. Therefore the period [image: P] satisfies [image: \pi ab=\tfrac 1 2 r^2\dot \theta P] or


	[image: r^2\dot \theta = nab ]



where


	[image: n = \frac{2\pi}{P} ]



is the mean motion of the planet around the sun.

The radial acceleration [image: a_r  ] is


	[image: a_r = \ddot r - r \dot \theta^2= \ddot r - r \left(\frac{nab}{r^2} \right)^2= \ddot r -\frac{n^2a^2b^2}{r^3}. ]



Kepler's first law states that the orbit is described by the equation:


	[image: \frac{p}{r} = 1+ \varepsilon \cos\theta.]



Differentiating with respect to time


	[image: -\frac{p\dot r}{r^2} = -\varepsilon  \sin \theta \,\dot \theta ]



or


	[image: p\dot r = nab\,\varepsilon\sin \theta. ]



Differentiating once more


	[image: p\ddot r =nab \varepsilon \cos \theta \,\dot \theta =nab \varepsilon \cos \theta \,\frac{nab}{r^2} =\frac{n^2a^2b^2}{r^2}\varepsilon \cos \theta . ]



The radial acceleration [image: a_r  ] satisfies


	[image: p a_r = \frac{n^2 a^2b^2}{r^2}\varepsilon \cos \theta  - p\frac{n^2 a^2b^2}{r^3} = \frac{n^2a^2b^2}{r^2}\left(\varepsilon \cos \theta - \frac{p}{r}\right). ]



Substituting the equation of the ellipse gives


	[image: p a_r = \frac{n^2a^2b^2}{r^2}\left(\frac p r - 1 - \frac p r\right)= -\frac{n^2a^2}{r^2}b^2. ]



The relation [image: b^2=pa] gives the simple final result


	[image: a_r=-\frac{n^2a^3}{r^2}. ]



This means that the acceleration vector [image: \mathbf{\ddot r}] of any planet obeying Kepler's first and second law satisfies the inverse square law


	[image: \mathbf{\ddot r} = - \frac{\alpha}{r^2}\hat{\mathbf{r}}]



where


	[image: \alpha = n^2 a^3=\frac{4\pi^2 a^3}{P^2}\,]



is a constant, and [image: \hat{\mathbf r}] is the unit vector pointing from the Sun towards the planet, and [image: r\,] is the distance between the planet and the Sun.

According to Kepler's third law, [image: \alpha] has the same value for all the planets. So the inverse square law for planetary accelerations applies throughout the entire solar system.

The inverse square law is a differential equation. The solutions to this differential equation includes the Keplerian motions, as shown, but they also include motions where the orbit is a hyperbola or parabola or a straight line. See kepler orbit.

 Newton's law of gravitation

By Newton's second law, the gravitational force that acts on the planet is:


	[image: \mathbf{F} = m \mathbf{\ddot r} = - \frac{m \alpha}{r^2}\hat{\mathbf{r}}]



where [image: \alpha] only depends on properties of the Sun. According to Newton's third Law, the Sun is also pulled towards the planet by a force of the same magnitude. Since the force is proportional to the mass of the planet, under the symmetric consideration, it should also be proportional to the mass of the Sun. So the equation for gravitational force should be


	[image: \mathbf{F} = - \frac{GMm}{r^2}\hat{\mathbf{r}} ]



where [image: G] is a universal constant. This is Newton's law of universal gravitation.

The acceleration of solar system body i is, according to Newton's laws:


	[image: \mathbf{\ddot r_i} = G\sum_{j\ne i} \frac{m_j}{r_{ij}^2}\hat{\mathbf{r}}_{ij} ]



where [image: m_j ] is the mass of body j, [image: r_{ij} ] is the distance between body i and body j, [image: \hat{\mathbf{r}}_{ij} ] is the unit vector from body i pointing towards body j, and the vector summation is over all bodies in the world, besides i itself. In the special case where there are only two bodies in the world, Planet and Sun, the acceleration becomes


	[image: \mathbf{\ddot r}_{Planet} = G\frac{m_{Sun}}{r_{{Planet},{Sun}}^2}\hat{\mathbf{r}}_{{Planet},{Sun}}]



which is the acceleration of the Kepler motion.

 See also


	Kepler orbit

	Kepler problem

	Kepler's equation

	Circular motion

	Free-fall time

	Gravity

	Laplace–Runge–Lenz vector



 Notes


	^ Newton's showing, in the 'Principia', that the two-body problem with centripetal forces results in motion in one of the conic sections, is concluded at Book 1, Proposition 13, Corollary 1. His consideration of the effects of perturbations in a multi-body situation starts at Book 1, Proposition 65, including a limit argument that the error in the (Keplerian) approximation of ellipses and equal areas would tend to zero if the relevant planetary masses would tend to zero and with them the planetary mutual perturbations (Proposition 65, Case 1). He discusses the extent of the perturbations in the real solar system in Book 3, Proposition 13.

	^ Kepler "for the first time revealed" a "real approximation to the true kinematical relations [motions] of the solar system", see page 1 in H C Plummer (1918), An introductory treatise on dynamical astronomy, Cambridge, 1918.

	^ Godefroy Wendelin wrote a letter to Giovanni Battista Riccioli about the relationship between the distances of the Jovian moons from Jupiter and the periods of their orbits, showing that the periods and distances conformed to Kepler's third law. See: Joanne Baptista Riccioli, Almagestum novum … (Bologna (Bononiae), (Italy): Victor Benati, 1651), volume 1, page 492.

	^ Newton's showing, in the 'Principia', that the two-body problem with centripetal forces results in motion in one of the conic sections, is concluded at Book 1, Proposition 13, Corollary 1. His consideration of the effects of perturbations in a multi-body situation starts at Book 1, Proposition 65, including a limit argument that the error in the (Keplerian) approximation of ellipses and equal areas would tend to zero if the relevant planetary masses would tend to zero and with them the planetary mutual perturbations (Proposition 65, Case 1). He discusses the extent of the perturbations in the real solar system in Book 3, Proposition 13.

	^ The fact was already stated by Newton ('Principia', Book 3, Proposition 12).
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Change of wavelength caused by motion of the source
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An animation illustrating how the Doppler effect causes a car engine or siren to sound higher in pitch when it is approaching than when it is receding. The pink circles are sound waves. When the car is moving to the left, each successive wave is emitted from a position further to the left than the previous wave. So for an observer in front (left) of the car, each wave takes slightly less time to reach him than the previous wave. The waves "bunch together", so the time between arrival of successive wavefronts is reduced, giving them a higher frequency. For an observer in back (right) of the car, each wave takes a slightly longer time to reach him than the previous wave. The waves "stretch apart", so the time between the arrival of successive wave-fronts is increased slightly, giving them a lower frequency.
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Doppler effect of water flow around a swan





The Doppler effect (or Doppler shift), named after the Austrian physicist Christian Doppler, who proposed it in 1842 in Prague, is the change in frequency of a wave (or other periodic event) for an observer moving relative to its source. It is commonly heard when a vehicle sounding a siren or horn approaches, passes, and recedes from an observer. The received frequency is higher (compared to the emitted frequency) during the approach, it is identical at the instant of passing by, and it is lower during the recession.

The relative changes in frequency can be explained as follows. When the source of the waves is moving toward the observer, each successive wave crest is emitted from a position closer to the observer than the previous wave. Therefore each wave takes slightly less time to reach the observer than the previous wave. Therefore the time between the arrival of successive wave crests at the observer is reduced, causing an increase in the frequency. While they are travelling, the distance between successive wave fronts is reduced; so the waves "bunch together". Conversely, if the source of waves is moving away from the observer, each wave is emitted from a position farther from the observer than the previous wave, so the arrival time between successive waves is increased, reducing the frequency. The distance between successive wave fronts is increased, so the waves "spread out".

For waves that propagate in a medium, such as sound waves, the velocity of the observer and of the source are relative to the medium in which the waves are transmitted. The total Doppler effect may therefore result from motion of the source, motion of the observer, or motion of the medium. Each of these effects is analyzed separately. For waves which do not require a medium, such as light or gravity in general relativity, only the relative difference in velocity between the observer and the source needs to be considered.
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 Development

Doppler first proposed the effect in 1842 in his treatise "Über das farbige Licht der Doppelsterne und einiger anderer Gestirne des Himmels" (On the coloured light of the binary stars and some other stars of the heavens).[1] The hypothesis was tested for sound waves by Buys Ballot in 1845.[2] He confirmed that the sound's pitch was higher than the emitted frequency when the sound source approached him, and lower than the emitted frequency when the sound source receded from him. Hippolyte Fizeau discovered independently the same phenomenon on electromagnetic waves in 1848 (in France, the effect is sometimes called "effet Doppler-Fizeau" but that name was not adopted by the rest of the world as Fizeau's discovery was six years after Doppler's proposal).[3] In Britain, John Scott Russell made an experimental study of the Doppler effect (1848).[4]

 General


[image: ]

[image: ]

Stationary sound source produces sound waves at a constant frequency f, and the wave-fronts propagate symmetrically away from the source at a constant speed c. The distance between wave-fronts is the wavelength. All observers will hear the same frequency, which will be equal to the actual frequency of the source where f = f0 .
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The same sound source is radiating sound waves at a constant frequency in the same medium. However, now the sound source is moving with a speed υs = 0.7 c (Mach 0.7). Since the source is moving, the centre of each new wavefront is now slightly displaced to the right. As a result, the wave-fronts begin to bunch up on the right side (in front of) and spread further apart on the left side (behind) of the source. An observer in front of the source will hear a higher frequency f = c + 0/c - 0.7c f0 = 3.33 f0 and an observer behind the source will hear a lower frequency f = c - 0/c + 0.7c f0 = 0.59 f0 .
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Now the source is moving at the speed of sound in the medium (υs = c, or Mach 1). The wave fronts in front of the source are now all bunched up at the same point. As a result, an observer in front of the source will detect nothing until the source arrives where f = c + 0/c - c f0 = ∞ and an observer behind the source will hear a lower frequency f = c - 0/c + c f0 = 0.5 f0 .
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The sound source has now broken through the sound speed barrier, and is traveling at 1.4 c (Mach 1.4). Since the source is moving faster than the sound waves it creates, it actually leads the advancing wavefront. The sound source will pass by a stationary observer before the observer hears the sound. As a result, an observer in front of the source will detect f = c + 0/c - 1.4c f0 = -2.5 f0 and an observer behind the source will hear a lower frequency f = c - 0/c + 1.4c f0 = 0.42 f0 .





In classical physics, where the speeds of source and the receiver relative to the medium are lower than the velocity of waves in the medium, the relationship between observed frequency [image: f] and emitted frequency [image: f_\text{0}] is given by:[5]


	

	[image: f = \left( \frac{c + v_\text{r}}{c + v_\text{s}} \right) f_0 \,]





	where

	[image: c \;] is the velocity of waves in the medium;

	[image: v_\text{r} \,] is the velocity of the receiver relative to the medium; positive if the receiver is moving towards the source (and negative in the other direction);

	[image: v_\text{s} \,] is the velocity of the source relative to the medium; positive if the source is moving away from the receiver (and negative in the other direction).







The frequency is decreased if either is moving away from the other.

The above formula assumes that the source is either directly approaching or receding from the observer. If the source approaches the observer at an angle (but still with a constant velocity), the observed frequency that is first heard is higher than the object's emitted frequency. Thereafter, there is a monotonic decrease in the observed frequency as it gets closer to the observer, through equality when it is closest to the observer, and a continued monotonic decrease as it recedes from the observer. When the observer is very close to the path of the object, the transition from high to low frequency is very abrupt. When the observer is far from the path of the object, the transition from high to low frequency is gradual.

If the speeds [image: v_\text{s} \,] and [image: v_\text{r} \,] are small compared to the speed of the wave, the relationship between observed frequency [image: f] and emitted frequency [image: f_\text{0}] is approximately[5]



	Observed frequency
	Change in frequency



	
[image: f=\left(1+\frac{\Delta v}{c}\right)f_0]


	
[image: \Delta f=\frac{\Delta v}{c}f_0]







	where

	[image: \Delta f = f - f_0 \,]

	[image: \Delta v = v_\text{r} - v_\text{s} \,] is the velocity of the receiver relative to the source: it is positive when the source and the receiver are moving towards each other.







 Analysis

The frequency of the sounds that the source emits does not actually change. To understand what happens, consider the following analogy. Someone throws one ball every second in a man's direction. Assume that balls travel with constant velocity. If the thrower is stationary, the man will receive one ball every second. However, if the thrower is moving towards the man, he will receive balls more frequently because the balls will be less spaced out. The inverse is true if the thrower is moving away from the man. So it is actually the wavelength which is affected; as a consequence, the received frequency is also affected. It may also be said that the velocity of the wave remains constant whereas wavelength changes; hence frequency also changes.

If a moving source is emitting waves with an actual frequency [image: f_\text{0}] , then an observer stationary relative to the medium detects waves with a frequency [image: f] given by


	[image: f = \left ( \frac {c}{c + v_\text{s}} \right ) f_0]



A similar analysis for a moving observer and a stationary source yields the observed frequency:


	[image: f = \left ( \frac {c + v_\text{r}}{c} \right ) f_0]



These can be generalized into the equation that was presented in the previous section.


	[image: f = \left ( \frac {c+v_\text{r}}{c + v_\text{s}} \right ) f_0]



An interesting effect was predicted by Lord Rayleigh in his classic book on sound: if the source is moving at twice the speed of sound, a musical piece emitted by that source would be heard in correct time and tune, but backwards.[6]

 Application

 Sirens

The siren on a passing emergency vehicle will start out higher than its stationary pitch, slide down as it passes, and continue lower than its stationary pitch as it recedes from the observer. Astronomer John Dobson explained the effect thus:


	"The reason the siren slides is because it doesn't hit you."



In other words, if the siren approached the observer directly, the pitch would remain constant until the vehicle hit him, and then immediately jump to a new lower pitch. Because the vehicle passes by the observer, the radial velocity does not remain constant, but instead varies as a function of the angle between his line of sight and the siren's velocity:


	[image: v_\text{radial}=v_\text{s}\cdot \cos{\theta}]



where [image: \theta] is the angle between the object's forward velocity and the line of sight from the object to the observer.

 Astronomy
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Redshift of spectral lines in the optical spectrum of a supercluster of distant galaxies (right), as compared to that of the Sun (left)





The Doppler effect for electromagnetic waves such as light is of great use in astronomy and results in either a so-called redshift or blueshift. It has been used to measure the speed at which stars and galaxies are approaching or receding from us, that is, the radial velocity. This is used to detect if an apparently single star is, in reality, a close binary and even to measure the rotational speed of stars and galaxies.

The use of the Doppler effect for light in astronomy depends on our knowledge that the spectra of stars are not continuous. They exhibit absorption lines at well defined frequencies that are correlated with the energies required to excite electrons in various elements from one level to another. The Doppler effect is recognizable in the fact that the absorption lines are not always at the frequencies that are obtained from the spectrum of a stationary light source. Since blue light has a higher frequency than red light, the spectral lines of an approaching astronomical light source exhibit a blueshift and those of a receding astronomical light source exhibit a redshift.

Among the nearby stars, the largest radial velocities with respect to the Sun are +308 km/s (BD-15°4041, also known as LHS 52, 81.7 light-years away) and -260 km/s (Woolley 9722, also known as Wolf 1106 and LHS 64, 78.2 light-years away). Positive radial velocity means the star is receding from the Sun, negative that it is approaching.

 Temperature measurement

Another use of the Doppler effect, which is found mostly in plasma physics and astronomy, is the estimation of the temperature of a gas (or ion temperature in a plasma) which is emitting a spectral line. Due to the thermal motion of the emitters, the light emitted by each particle can be slightly red- or blue-shifted, and the net effect is a broadening of the line. This line shape is called a Doppler profile and the width of the line is proportional to the square root of the temperature of the emitting species, allowing a spectral line (with the width dominated by the Doppler broadening) to be used to infer the temperature.

 Radar

Main article: Doppler radar

The Doppler effect is used in some types of radar, to measure the velocity of detected objects. A radar beam is fired at a moving target — e.g. a motor car, as police use radar to detect speeding motorists — as it approaches or recedes from the radar source. Each successive radar wave has to travel farther to reach the car, before being reflected and re-detected near the source. As each wave has to move farther, the gap between each wave increases, increasing the wavelength. In some situations, the radar beam is fired at the moving car as it approaches, in which case each successive wave travels a lesser distance, decreasing the wavelength. In either situation, calculations from the Doppler effect accurately determine the car's velocity. Moreover, the proximity fuze, developed during World War II, relies upon Doppler radar to detonate explosives at the correct time, height, distance, etc.[citation needed]

 Medical imaging and blood flow measurement
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Colour flow ultrasonography (Doppler) of a carotid artery - scanner and screen





An echocardiogram can, within certain limits, produce accurate assessment of the direction of blood flow and the velocity of blood and cardiac tissue at any arbitrary point using the Doppler effect. One of the limitations is that the ultrasound beam should be as parallel to the blood flow as possible. Velocity measurements allow assessment of cardiac valve areas and function, any abnormal communications between the left and right side of the heart, any leaking of blood through the valves (valvular regurgitation), and calculation of the cardiac output. Contrast-enhanced ultrasound using gas-filled microbubble contrast media can be used to improve velocity or other flow-related medical measurements.

Although "Doppler" has become synonymous with "velocity measurement" in medical imaging, in many cases it is not the frequency shift (Doppler shift) of the received signal that is measured, but the phase shift (when the received signal arrives).

Velocity measurements of blood flow are also used in other fields of medical ultrasonography, such as obstetric ultrasonography and neurology. Velocity measurement of blood flow in arteries and veins based on Doppler effect is an effective tool for diagnosis of vascular problems like stenosis.[7]

 Flow measurement

Instruments such as the laser Doppler velocimeter (LDV), and acoustic Doppler velocimeter (ADV) have been developed to measure velocities in a fluid flow. The LDV emits a light beam and the ADV emits an ultrasonic acoustic burst, and measure the Doppler shift in wavelengths of reflections from particles moving with the flow. The actual flow is computed as a function of the water velocity and phase. This technique allows non-intrusive flow measurements, at high precision and high frequency.

 Velocity profile measurement

Developed originally for velocity measurements in medical applications (blood flow), Ultrasonic Doppler Velocimetry (UDV) can measure in real time complete velocity profile in almost any liquids containing particles in suspension such as dust, gas bubbles, emulsions. Flows can be pulsating, oscillating, laminar or turbulent, stationary or transient. This technique is fully non-invasive.

 Satellite communication

Fast moving satellites can have a Doppler shift of dozens of kilohertz relative to a ground station. The speed, thus magnitude of Doppler effect, changes due to earth curvature. Dynamic Doppler compensation, where the frequency of a signal is changed multiple times during transmission, is used so the satellite receives a constant frequency signal.[8]

 Underwater acoustics

In military applications the Doppler shift of a target is used to ascertain the speed of a submarine using both passive and active sonar systems. As a submarine passes by a passive sonobuoy, the stable frequencies undergo a Doppler shift, and the speed and range from the sonobuoy can be calculated. If the sonar system is mounted on a moving ship or another submarine, then the relative velocity can be calculated.

 Audio

The Leslie speaker, associated with and predominantly used with the Hammond B-3 organ, takes advantage of the Doppler Effect by using an electric motor to rotate an acoustic horn around a loudspeaker, sending its sound in a circle. This results at the listener's ear in rapidly fluctuating frequencies of a keyboard note.

 Vibration measurement

A laser Doppler vibrometer (LDV) is a non-contact method for measuring vibration. The laser beam from the LDV is directed at the surface of interest, and the vibration amplitude and frequency are extracted from the Doppler shift of the laser beam frequency due to the motion of the surface.

 Doppler effect sound sample
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Passing car horn















	Problems listening to this file? See media help.




 See also


	Relativistic Doppler effect

	Dopplergraph

	Fizeau experiment

	Fading

	Inverse Doppler effect

	Photoacoustic Doppler effect

	Differential Doppler effect

	Rayleigh fading
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Not to be confused with proper velocity.

The proper motion of a star is its angular change in position over time as seen from the center of mass of the Solar System.[1] It is measured in seconds of arc per year, arcsec/yr, where 3600 arcseconds equal one degree.[2] This contrasts with radial velocity, which is the time rate of change in distance toward or away from the viewer, usually measured by Doppler shift of received radiation. The proper motion is not entirely "proper" (that is, intrinsic to the star) because it includes a component due to the motion of the solar system itself.[3] Due to the constant, and unvarying speed of light (that is also constant; without regard to whatever is the velocity of the eminating or reflecting source), the true (i.e., instantaneous) velocities of distant stars cannot be observed; the observed proper motion reflects the motion (velocity) of a star at the time the light was emitted from that source.
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Relation between proper motion and velocity components of an object. At emission, the object was at distance d from the Sun, and moved at angular rate μ radian/s, that is, μ = vt / d with vt = velocity transverse to line of sight from the Sun. (The diagram illustrates an angle μ swept out in unit time at tangential velocity vt.)
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 Introduction

Over the course of centuries, stars appear to maintain nearly fixed positions with respect to each other, so that they form the same constellations over historical time. Ursa Major, for example, looks nearly the same now as it did hundreds of years ago. However, precise long-term observations show that the constellations change shape, albeit very slowly, and that each star has an independent motion.

This motion is caused by the true movement of the stars relative to the Sun and solar system through space. The Sun travels in a nearly circular orbit (the solar circle) about the center of the Milky Way at a speed of about 220 km/s at a radius of 8 ± 0.65 kpc from the center,[4][5] which can be taken as the rate of rotation of the Milky Way itself at this radius.[6][7]

The proper motion is measured by two quantities: the position angle and the proper motion itself. The first quantity indicates the direction of the proper motion on the celestial sphere (with 0 degrees meaning the motion is due north, 90 degrees meaning the motion is due east, and so on), and the second quantity gives the motion's magnitude, in seconds of arc per year.
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Components of proper motion on the Celestial sphere. The celestial north pole is CNP, the vernal equinox is V, the star path on the celestial sphere is indicated by arrows. The proper motion vector is μ, α = right ascension, δ = declination, θ = position angle.





Proper motion may also be given by the angular changes per year in the right ascension (μα) and declination (μδ). On the celestial sphere, positions are located by latitude and longitude. The coordinate δ corresponds to latitude. The coordinate α corresponds to longitude measured from the vernal equinox V, the point on the sky where the Sun crosses the celestial equator on near March 21.[3]

The components of proper motion by convention are arrived at as follows. Suppose in a year an object moves from coordinates (α, δ) to coordinates (α1, δ1), with angles measured in seconds of arc. Then the changes of angle in seconds of arc per year are:[8]


	

	


	[image: \ \mu_{\alpha} = \alpha_1 - \alpha \  ]



	[image: \ \mu_{\delta}=\delta_1-\delta \ .]












The magnitude of the proper motion μ is given by vector addition of its components:[9][10]
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where δ is the declination. The factor in cos δ accounts for the fact that the radius from the axis of the sphere to its surface varies as cos δ, becoming, for example, zero at the pole. Thus, the component of velocity parallel to the equator corresponding to a given angular change in α is smaller the further north the object's location. The change μα , which must be multiplied by cos δ to become a component of the proper motion, is sometimes called the "proper motion in right ascension", and μδ the "proper motion in declination".[11]

The position angle θ is related to these components by:[12][13]
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Barnard's Star, showing position every 5 years 1985–2005.





Barnard's star has the largest proper motion of all stars, moving at 10.3 seconds of arc per year. Large proper motion is usually a strong indication that a star is relatively close to the Sun. This is indeed the case for Barnard's Star which, at a distance of about 6 light-years, is, after the Sun and the Alpha Centauri system, the nearest known star to Earth (yet, being a red dwarf, too faint to see without a telescope or powerful binoculars, with an apparent magnitude of 9.54).

In 1992, Rho Aquilae became the first star to have its Bayer designation invalidated by moving to a neighbouring constellation - it is now a star of the constellation Delphinus.[14] This will next happen to Gamma Caeli,[dubious – discuss] which is due to become a star of the constellation Columba in the year 2400.[15]

A proper motion of 1 arcsec per year at a distance of 1 light-year corresponds to a relative transverse speed of 1.45 km/s. For Barnard's star this works out to 90 km/s; including the radial velocity of 111 km/s (which is at right angles to the transverse velocity) gives a true motion of 142 km/s. True or absolute motion is more difficult to measure than the proper motion, as the true transverse velocity involves the product of the proper motion times the distance; that is, true velocity measurements depend on distance measurements, which are difficult in general. Currently, the nearby star with the largest true velocity (relative to the Sun) is Wolf 424 which moves at 555 km/s (or 1/540 of the speed of light).

 Usefulness in astronomy

Stars with large proper motions tend to be nearby; most stars are far enough away that their proper motions are very small, on the order of a few thousandths of an arcsecond per year. It is possible to construct nearly complete samples of high proper motion stars by comparing photographic sky survey images taken many years apart. The Palomar Sky Survey is one source of such images. In the past, searches for high proper motion objects were undertaken using blink comparators to examine the images by eye, but modern efforts use techniques such as image differencing to automatically search through digitized image data. Because the selection biases of the resulting high proper motion samples are well-understood and well-quantified, it is possible to use them to construct an unbiased census of the nearby stellar population — how many stars exist of each true brightness, for example. Studies of this kind show that the local population of stars consists largely of intrinsically faint, inconspicuous stars such as red dwarfs.

Measurement of the proper motions of a large sample of stars in a distant stellar system, like a globular cluster, can be used to compute the cluster's total mass via the Leonard-Merritt mass estimator. Coupled with measurements of the stars' radial velocities, proper motions can be used to compute the distance to the cluster.

Stellar proper motions have been used to infer the presence of a super-massive black hole at the center of the Milky Way.[16] This black hole is suspected to be Sgr A*, with a mass of 2.6 × 106 M☉, where M☉ is a solar mass.

Proper motions of the galaxies in the Local Group are discussed in detail in Röser.[17] In 2005, the first measurement was made of the proper motion of the Triangulum Galaxy M-33, the third largest and only ordinary spiral galaxy in the Local Group, located 860 ± 28 kpcs beyond the Milky Way.[18] Although the Andromeda Galaxy is known to move, and an Andromeda–Milky Way collision is predicted in about 5 – 10 billion years, the proper motion of the Andromeda galaxy, about 786 kpc distant, is still an uncertain matter, with an upper bound on its transverse velocity of ≈ 100 km/s.[7][19][20] Proper motion of the NGC 4258 (M106) galaxy in the M106 group of galaxies was used in 1999 to find an accurate distance to this object.[21] Measurements were made of the radial motion of objects in that galaxy moving directly toward and away from us, and assuming this same motion to apply to objects with only a proper motion, the observed proper motion predicts a distance to the galaxy of 7.2 ± 0.5 Mpc.[22]

 History

Proper motion was suspected by early astronomers (according to Macrobius, AD 400) but proof was provided in 1718 by Edmund Halley, who noticed that Sirius, Arcturus and Aldebaran were over half a degree away from the positions charted by the ancient Greek astronomer Hipparchus roughly 1850 years earlier.[23]

The term "proper motion" derives from the historical use of "proper" to mean "belonging to" (cf, propre in French and the common English word property). There is no such thing as "improper motion" in astronomy.[1]

 Stars with high proper motion

The following are the stars with highest proper motion from the Hipparcos catalog.[24](see List of stars in the Hipparcos Catalogue) It does not include stars such as Teegarden's star which are too faint for that catalog. A more complete list of stellar objects can be made by doing a Criteria query at http://simbad.u-strasbg.fr/simbad/ .


Highest proper motion stars[25]

	#
	Star
	Proper motion
	Radial

velocity

(km/s)
	Parallax

(mas)



	μα · cos δ

(mas/yr)
	μδ

(mas/yr)



	1
	Barnard's star
	-798.71
	10337.77
	-106.8
	549.30



	2
	Kapteyn's star
	6500.34
	-5723.17
	+245.5
	255.12



	3
	Groombridge 1830
	4003.69
	-5814.64
	-98.0
	109.22



	4
	Lacaille 9352
	6766.63
	1327.99
	+9.7
	303.89



	5
	Gliese 1 (CD -37 15492) (GJ 1)
	5633.95
	-2336.69
	+23.6
	229.32



	6
	HIP 67593
	2282.15
	5369.33
	—
	76.20



	7
	61 Cygni A & B
	4133.05
	3201.78
	-64.3
	287.18



	8
	Lalande 21185
	-580.46
	-4769.95
	-85.0
	392.52



	9
	Epsilon Indi
	3961.41
	-2538.33
	-40.4
	275.79




 Software

There are a number of software products that allow a person to view the proper motion of stars over differing time scales. Three free ones are:


	Moovastar - Freeware - Windows, Fairly Basic. You can choose a region of the sky, set the limiting magnitude and set a time sequence (time step, number of steps, and step interval). The program will simulate the motion of the stars. There's a clear help function included.

	HippLiner - Freeware - Windows, Moderately sophisticated, with some pretty displays. Still under development, needs some more navigation and configuration features.

	XEphem - Freeware - Linux and Apple OS X - complete astrometry package, can view a region of the sky, set a time step, and watch stars move over time.
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A white hole, in general relativity, is a hypothetical region of spacetime which cannot be entered from the outside, but from which matter and light have the ability to escape. In this sense, it is the reverse of a black hole, which can be entered from the outside, but from which nothing, including light, has the ability to escape. White holes appear in the theory of eternal black holes. In addition to a black hole region in the future, such a solution of the Einstein field equations has a white hole region in its past.[1] However, this region does not exist for black holes that have formed through gravitational collapse, nor are there any known physical processes through which a white hole could be formed.

Like black holes, white holes have properties like mass, charge, and angular momentum. They attract matter like any other mass, but objects falling towards a white hole would never actually reach the white hole's event horizon (though in the case of the maximally extended Schwarzschild solution, discussed below, the white hole event horizon in the past becomes a black hole event horizon in the future, so any object falling towards it will eventually reach the black hole horizon).

In quantum mechanics, the black hole emits Hawking radiation, and so can come to thermal equilibrium with a gas of radiation. Since a thermal equilibrium state is time reversal invariant, Stephen Hawking argued that the time reverse of a black hole in thermal equilibrium is again a black hole in thermal equilibrium.[2] This implies that black holes and white holes are the same object[how?]. The Hawking radiation from an ordinary black hole is then identified with the white hole emission. Hawking's semi-classical argument is reproduced in a quantum mechanical AdS/CFT treatment,[3] where a black hole in anti-de Sitter space is described by a thermal gas in a gauge theory, whose time reversal is the same as itself.
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A diagram of the structure of the maximally extended black hole spacetime. The horizontal direction is space and the vertical direction time.





White holes are predicted as part of a solution to the Einstein field equations known as the maximally extended version of the Schwarzschild metric[clarification needed] describing an eternal black hole with no charge and no rotation. Here, "maximally extended" refers to the idea that the spacetime should not have any "edges": for any possible trajectory of a free-falling particle (following a geodesic) in the spacetime, it should be possible to continue this path arbitrarily far into the particle's future, unless the trajectory hits a gravitational singularity like the one at the center of the black hole's interior. In order to satisfy this requirement, it turns out that in addition to the black hole interior region which particles enter when they fall through the event horizon from the outside, there must be a separate white hole interior region which allows us to extrapolate the trajectories of particles which an outside observer sees rising up away from the event horizon. For an observer outside using Schwarzschild coordinates, infalling particles take an infinite time to reach the black hole horizon infinitely far in the future, while outgoing particles which pass the observer have been traveling outward for an infinite time since crossing the white hole horizon infinitely far in the past (however, the particles or other objects experience only a finite proper time between crossing the horizon and passing the outside observer). The black hole/white hole appears "eternal" from the perspective of an outside observer, in the sense that particles traveling outward from the white hole interior region can pass the observer at any time, and particles traveling inward which will eventually reach the black hole interior region can also pass the observer at any time.

Just as there are two separate interior regions of the maximally extended spacetime, there are also two separate exterior regions, sometimes called two different "universes", with the second universe allowing us to extrapolate some possible particle trajectories in the two interior regions. This means that the interior black-hole region can contain a mix of particles that fell in from either universe (and thus an observer who fell in from one universe might be able to see light that fell in from the other one), and likewise particles from the interior white-hole region can escape into either universe. All four regions can be seen in a spacetime diagram which uses Kruskal–Szekeres coordinates. see figure.[4]

In this spacetime, it is possible to come up with coordinate systems such that if you pick a hypersurface of constant time (a set of points that all have the same time coordinate, such that every point on the surface has a space-like separation, giving what is called a 'space-like surface') and draw an "embedding diagram" depicting the curvature of space at that time, the embedding diagram will look like a tube connecting the two exterior regions, known as an "Einstein-Rosen bridge" or Schwarzschild wormhole.[4] Depending on where the space-like hypersurface is chosen, the Einstein-Rosen bridge can either connect two black hole event horizons in each universe (with points in the interior of the bridge being part of the black hole region of the spacetime), or two white hole event horizons in each universe (with points in the interior of the bridge being part of the white hole region). It is impossible to use the bridge to cross from one universe to the other, however, because it is impossible to enter a white hole event horizon from the outside, and anyone entering a black hole horizon from either universe will inevitably hit the black hole singularity.

Note that the maximally extended Schwarzschild metric describes an idealized black hole/white hole that exists eternally from the perspective of external observers; a more realistic black hole that forms at some particular time from a collapsing star would require a different metric. When the infalling stellar matter is added to a diagram of a black hole's history, it removes the part of the diagram corresponding to the white hole interior region.[5] But because the equations of general relativity are time-reversible (they exhibit T-symmetry), general relativity must also allow the time-reverse of this type of "realistic" black hole that forms from collapsing matter. The time-reversed case would be a white hole that has existed since the beginning of the universe, and which emits matter until it finally "explodes" and disappears.[6] Despite the fact that such objects are permitted theoretically, they are not taken as seriously as black holes by physicists, since there would be no processes that would naturally lead to their formation, they could only exist if they were built into the initial conditions of the Big Bang.[6] Additionally, it is predicted that such a white hole would be highly "unstable" in the sense that if any small amount of matter fell towards the horizon from the outside, this would prevent the white hole's explosion as seen by distant observers, with the matter emitted from the singularity never able to escape the white hole's gravitational radius.[7]

 Recent speculations

A more recently proposed view of black holes might be interpreted as shedding some light on the nature of classical white holes. Some researchers have proposed that when a black hole forms, a big bang may occur at the core, which would create a new universe that expands outside of the parent universe.[8][9][10] See also Fecund universes.

The Einstein–Cartan–Sciama–Kibble theory of gravity extends general relativity by removing a constraint of the symmetry of the affine connection and regarding its antisymmetric part, the torsion tensor, as a dynamical variable. Torsion naturally accounts for the quantum-mechanical, intrinsic angular momentum (spin) of matter. According to general relativity, the gravitational collapse of a sufficiently compact mass forms a singular black hole. In the Einstein–Cartan theory, however, the minimal coupling between torsion and Dirac spinors generates a repulsive spin–spin interaction which is significant in fermionic matter at extremely high densities. Such an interaction prevents the formation of a gravitational singularity. Instead, the collapsing matter on the other side of the event horizon reaches an enormous but finite density and rebounds, forming a regular Einstein–Rosen bridge.[11] The other side of the bridge becomes a new, growing baby universe. For observers in the baby universe, the parent universe appears as the only white hole. Accordingly, the observable universe is the Einstein–Rosen interior of a black hole existing as one of possibly many inside a larger universe. The Big Bang was a nonsingular Big Bounce at which the observable universe had a finite, minimum scale factor.[12]

A recent paper argues that the Big Bang itself is a white hole. It further suggests that the emergence of a white hole, which was named a 'Small Bang', is spontaneous - all the matter is ejected at a single pulse. Thus, unlike black holes, white holes cannot be continuously observed rather their effect can only be detected around the event itself. The paper even proposed identifying a new group of γ-ray bursts with white holes.[13]
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"Einstein-Rosen Bridge" redirects here. For the EP by Venetian Snares, see Einstein-Rosen Bridge (EP).
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A wormhole, also known as an Einstein-Rosen Bridge is a hypothetical topological feature of spacetime that would be, fundamentally, a "shortcut" through spacetime. For a simple visual explanation of a wormhole, consider spacetime visualized as a two-dimensional (2D) surface. If this surface is folded along a third dimension, it allows one to picture a wormhole "bridge". (Please note, though, that this is merely a visualization displayed to convey an essentially unvisualisable structure existing in 4 or more dimensions. The parts of the wormhole could be higher-dimensional analogues for the parts of the curved 2D surface; for example, instead of mouths which are circular holes in a 2D plane, a real wormhole's mouths could be spheres in 3D space.) A wormhole is, in theory, much like a tunnel with two ends each in separate points in spacetime.

There is no observational evidence for wormholes, but on a theoretical level there are valid solutions to the equations of the theory of general relativity which contain wormholes. Because of its robust theoretical strength, a wormhole is also known as one of the great physics metaphors for teaching general relativity. The first type of wormhole solution discovered was the Schwarzschild wormhole which would be present in the Schwarzschild metric describing an eternal black hole, but it was found that this type of wormhole would collapse too quickly for anything to cross from one end to the other. Wormholes which could actually be crossed in both directions, known as traversable wormholes, would only be possible if exotic matter with negative energy density could be used to stabilize them. (Many physicists such as Stephen Hawking,[1] Kip Thorne,[2] and others[3][4][5] believe that the Casimir effect is evidence that negative energy densities are possible in nature.) Physicists have not found any natural process which would be predicted to form a wormhole naturally in the context of general relativity, although the quantum foam hypothesis is sometimes used to suggest that tiny wormholes might appear and disappear spontaneously at the Planck scale,[6][7] and stable versions of such wormholes have been suggested as dark matter candidates.[8][9] It has also been proposed that if a tiny wormhole held open by a negative-mass cosmic string had appeared around the time of the Big Bang, it could have been inflated to macroscopic size by cosmic inflation.[10]

The American theoretical physicist John Archibald Wheeler coined the term wormhole in 1957; however, in 1921, the German mathematician Hermann Weyl already had proposed the wormhole theory, in connection with mass analysis of electromagnetic field energy.[11]


This analysis forces one to consider situations...where there is a net flux of lines of force, through what topologists would call "a handle" of the multiply-connected space, and what physicists might perhaps be excused for more vividly terming a "wormhole".

—John Wheeler in Annals of Physics
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"Embedding diagram" of a Schwarzschild wormhole (see also below)
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 Definition

The basic notion of an intra-universe wormhole is that it is a compact region of spacetime whose boundary is topologically trivial but whose interior is not simply connected. Formalizing this idea leads to definitions such as the following, taken from Matt Visser's Lorentzian Wormholes.


If a Minkowski spacetime contains a compact region Ω, and if the topology of Ω is of the form Ω ~ R x Σ, where Σ is a three-manifold of the nontrivial topology, whose boundary has topology of the form ∂Σ ~ S2, and if, furthermore, the hypersurfaces Σ are all spacelike, then the region Ω contains a quasipermanent intra-universe wormhole.



Characterizing inter-universe wormholes is more difficult. For example, one can imagine a 'baby' universe connected to its 'parent' by a narrow 'umbilicus'. One might like to regard the umbilicus as the throat of a wormhole, but the spacetime is simply connected. For this reason wormholes have been defined geometrically, as opposed to topologically, as regions of spacetime that constrain the incremental deformation of closed surfaces. For example, in Enrico Rodrigo’s The Physics of Stargates a wormhole is defined informally as


a region of spacetime containing a "world tube" (the time evolution of a closed surface) that cannot be continuously deformed (shrunk) to a world line [(the time evolution of a point)].



 Schwarzschild wormholes
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An artist's impression of a wormhole from an observer's perspective, crossing the event horizon of a Schwarzschild wormhole which bridges two different universes. The observer originates from the right, and another universe becomes visible in the center of the wormhole’s shadow once the horizon is crossed, the observer seeing light that has fallen into the black hole interior region from the other universe; however, this other universe is unreachable in the case of a Schwarzschild wormhole, as the bridge always collapses before the observer has time to cross it, and everything that has fallen through the event horizon of either universe is inevitably crushed in the singularity.





Lorentzian wormholes known as Schwarzschild wormholes or Einstein–Rosen bridges are connections between areas of space that can be modeled as vacuum solutions to the Einstein field equations, and which are now understood to be intrinsic parts of the maximally extended version of the Schwarzschild metric describing an eternal black hole with no charge and no rotation. Here, "maximally extended" refers to the idea that the spacetime should not have any "edges": for any possible trajectory of a free-falling particle (following a geodesic) in the spacetime, it should be possible to continue this path arbitrarily far into the particle's future or past, unless the trajectory hits a gravitational singularity like the one at the center of the black hole's interior. In order to satisfy this requirement, it turns out that in addition to the black hole interior region which particles enter when they fall through the event horizon from the outside, there must be a separate white hole interior region which allows us to extrapolate the trajectories of particles which an outside observer sees rising up away from the event horizon. And just as there are two separate interior regions of the maximally extended spacetime, there are also two separate exterior regions, sometimes called two different "universes", with the second universe allowing us to extrapolate some possible particle trajectories in the two interior regions. This means that the interior black hole region can contain a mix of particles that fell in from either universe (and thus an observer who fell in from one universe might be able to see light that fell in from the other one), and likewise particles from the interior white hole region can escape into either universe. All four regions can be seen in a spacetime diagram which uses Kruskal–Szekeres coordinates.

In this spacetime, it is possible to come up with coordinate systems such that if you pick a hypersurface of constant time (a set of points that all have the same time coordinate, such that every point on the surface has a space-like separation, giving what is called a 'space-like surface') and draw an "embedding diagram" depicting the curvature of space at that time, the embedding diagram will look like a tube connecting the two exterior regions, known as an "Einstein–Rosen bridge". Note that the Schwarzschild metric describes an idealized black hole that exists eternally from the perspective of external observers; a more realistic black hole that forms at some particular time from a collapsing star would require a different metric. When the infalling stellar matter is added to a diagram of a black hole's history, it removes the part of the diagram corresponding to the white hole interior region, along with the part of the diagram corresponding to the other universe.[12]

The Einstein–Rosen bridge was discovered by Albert Einstein and his colleague Nathan Rosen, who first published the result in 1935. However, in 1962 John A. Wheeler and Robert W. Fuller published a paper showing that this type of wormhole is unstable if it connects two parts of the same universe, and that it will pinch off too quickly for light (or any particle moving slower than light) that falls in from one exterior region to make it to the other exterior region.

The motion through a Schwarzschild wormhole connecting two universes is possible in only one direction. The analysis of the radial geodesic motion of a massive particle into an Einstein–Rosen bridge shows that the proper time of the particle extends to infinity. Timelike and null geodesics in the gravitational field of a Schwarzschild wormhole are complete because the expansion scalar in the Raychaudhuri equation has a discontinuity at the event horizon, and because an Einstein–Rosen bridge is represented by the Kruskal diagram in which the two antipodal future event horizons are identified. Schwarzschild wormholes and Schwarzschild black holes are different, mathematical solutions of general relativity and Einstein–Cartan–Sciama–Kibble theory of gravity. Yet for distant observers, both solutions with the same mass are indistinguishable. These results suggest that all observed astrophysical black holes may be Einstein–Rosen bridges, each with a new universe inside that formed simultaneously with the black hole. Accordingly, our own Universe may be the interior of a black hole existing inside another universe.[13]

According to general relativity, the gravitational collapse of a sufficiently compact mass forms a singular Schwarzschild black hole. In the Einstein–Cartan–Sciama–Kibble theory of gravity, however, it forms a regular Einstein–Rosen bridge. This theory extends general relativity by removing a constraint of the symmetry of the affine connection and regarding its antisymmetric part, the torsion tensor, as a dynamical variable. Torsion naturally accounts for the quantum-mechanical, intrinsic angular momentum (spin) of matter. The minimal coupling between torsion and Dirac spinors generates a repulsive spin–spin interaction which is significant in fermionic matter at extremely high densities. Such an interaction prevents the formation of a gravitational singularity. Instead, the collapsing matter reaches an enormous but finite density and rebounds, forming the other side of the bridge.[14]

Before the stability problems of Schwarzschild wormholes were apparent, it was proposed that quasars were white holes forming the ends of wormholes of this type.[citation needed]

While Schwarzschild wormholes are not traversable in both directions, their existence inspired Kip Thorne to imagine traversable wormholes created by holding the 'throat' of a Schwarzschild wormhole open with exotic matter (material that has negative mass/energy).

 Traversable wormholes
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Image of a traversable wormhole that connects the place in front of the physical institutes of Tübingen University with the sand dunes near Boulogne sur Mer in the north of France. The image is calculated with 4D raytracing in a Morris–Thorne wormhole metric, but the gravitational effects on the wavelength of light have not been simulated.[15]





Lorentzian traversable wormholes would allow travel in both directions from one part of the universe to another part of that same universe very quickly or would allow travel from one universe to another. The possibility of traversable wormholes in general relativity was first demonstrated by Kip Thorne and his graduate student Mike Morris in a 1988 paper. For this reason, the type of traversable wormhole they proposed, held open by a spherical shell of exotic matter, is referred to as a Morris–Thorne wormhole. Later, other types of traversable wormholes were discovered as allowable solutions to the equations of general relativity, including a variety analyzed in a 1989 paper by Matt Visser, in which a path through the wormhole can be made where the traversing path does not pass through a region of exotic matter. However, in the pure Gauss–Bonnet gravity (a modification to general relativity involving extra spatial dimensions which is sometimes studied in the context of brane cosmology) exotic matter is not needed in order for wormholes to exist—they can exist even with no matter.[16] A type held open by negative mass cosmic strings was put forth by Visser in collaboration with Cramer et al.,[10] in which it was proposed that such wormholes could have been naturally created in the early universe.

Wormholes connect two points in spacetime, which means that they would in principle allow travel in time, as well as in space. In 1988, Morris, Thorne and Yurtsever worked out explicitly how to convert a wormhole traversing space into one traversing time.[2] However, according to general relativity it would not be possible to use a wormhole to travel back to a time earlier than when the wormhole was first converted into a time machine by accelerating one of its two mouths.[17]

 Raychaudhuri's theorem and exotic matter

To see why exotic matter is required, consider an incoming light front traveling along geodesics, which then crosses the wormhole and re-expands on the other side. The expansion goes from negative to positive. As the wormhole neck is of finite size, we would not expect caustics to develop, at least within the vicinity of the neck. According to the optical Raychaudhuri's theorem, this requires a violation of the averaged null energy condition. Quantum effects such as the Casimir effect cannot violate the averaged null energy condition in any neighborhood of space with zero curvature,[18] but calculations in semiclassical gravity suggest that quantum effects may be able to violate this condition in curved spacetime.[19] Although it was hoped recently that quantum effects could not violate an achronal version of the averaged null energy condition,[20] violations have nevertheless been found,[21] so it remains an open possibility that quantum effects might be used to support a wormhole.

 Faster-than-light travel

The impossibility of faster-than-light relative speed only applies locally. Wormholes allow superluminal (faster-than-light) travel by ensuring that the speed of light is not exceeded locally at any time. While traveling through a wormhole, subluminal (slower-than-light) speeds are used. If two points are connected by a wormhole, the time taken to traverse it would be less than the time it would take a light beam to make the journey if it took a path through the space outside the wormhole. However, a light beam traveling through the wormhole would always beat the traveler. As an analogy, running around to the opposite side of a mountain at maximum speed may take longer than walking through a tunnel crossing it.

 Time travel

Main article: Time travel

The theory of general relativity predicts that if traversable wormholes exist, they could allow time travel.[2] This would be accomplished by accelerating one end of the wormhole to a high velocity relative to the other, and then sometime later bringing it back; relativistic time dilation would result in the accelerated wormhole mouth aging less than the stationary one as seen by an external observer, similar to what is seen in the twin paradox. However, time connects differently through the wormhole than outside it, so that synchronized clocks at each mouth will remain synchronized to someone traveling through the wormhole itself, no matter how the mouths move around.[22] This means that anything which entered the accelerated wormhole mouth would exit the stationary one at a point in time prior to its entry.

For example, consider two clocks at both mouths both showing the date as 2000. After being taken on a trip at relativistic velocities, the accelerated mouth is brought back to the same region as the stationary mouth with the accelerated mouth's clock reading 2004 while the stationary mouth's clock read 2012. A traveler who entered the accelerated mouth at this moment would exit the stationary mouth when its clock also read 2004, in the same region but now eight years in the past. Such a configuration of wormholes would allow for a particle's world line to form a closed loop in spacetime, known as a closed timelike curve.

It is thought that it may not be possible to convert a wormhole into a time machine in this manner; the predictions are made in the context of general relativity, but general relativity does not include quantum effects. Analyses using the semiclassical approach to incorporating quantum effects into general relativity have sometimes indicated that a feedback loop of virtual particles would circulate through the wormhole with ever-increasing intensity, destroying it before any information could be passed through it, in keeping with the chronology protection conjecture. This has been called into question by the suggestion that radiation would disperse after traveling through the wormhole, therefore preventing infinite accumulation. The debate on this matter is described by Kip S. Thorne in the book Black Holes and Time Warps, and a more technical discussion can be found in The quantum physics of chronology protection by Matt Visser.[23] There is also the Roman ring, which is a configuration of more than one wormhole. This ring seems to allow a closed time loop with stable wormholes when analyzed using semiclassical gravity, although without a full theory of quantum gravity it is uncertain whether the semiclassical approach is reliable in this case.

 Inter-universe travel

A possible resolution to the paradoxes resulting from wormhole-enabled time travel rests on the many-worlds interpretation of quantum mechanics. In 1991 David Deutsch showed that quantum theory is fully consistent (in the sense that the so-called density matrix can be made free of discontinuities) in spacetimes with closed timelike curves.[24] However, later it was shown that such model of closed timelike curve can have internal inconsistencies as it will lead to strange phenomena like distinguishing non orthogonal quantum states and distinguishing proper and improper mixture.[25][26] Accordingly, the destructive positive feedback loop of virtual particles circulating through a wormhole time machine, a result indicated by semi-classical calculations, is averted. A particle returning from the future does not return to its universe of origination but to a parallel universe. This suggests that a wormhole time machine with an exceedingly short time jump is a theoretical bridge between contemporaneous parallel universes.[27] Because a wormhole time-machine introduces a type of nonlinearity into quantum theory, this sort of communication between parallel universes is consistent with Joseph Polchinski’s discovery of an “Everett phone” in Steven Weinberg’s formulation of nonlinear quantum mechanics.[28]

 Metrics

Theories of wormhole metrics describe the spacetime geometry of a wormhole and serve as theoretical models for time travel. An example of a (traversable) wormhole metric is the following:


	[image: ds^2= - c^2 dt^2 + dl^2 + (k^2 + l^2)(d \theta^2 + \sin^2 \theta \, d\phi^2).]



One type of non-traversable wormhole metric is the Schwarzschild solution (see the first diagram):


	[image: ds^2= - c^2 \left(1 - \frac{2GM}{rc^2}\right)dt^2 + \frac{dr^2}{1 - \frac{2GM}{rc^2}} + r^2(d \theta^2 + \sin^2 \theta \, d\phi^2).]



 In fiction

Main article: Wormholes in fiction

Wormholes are a common element in science fiction as they allow interstellar, intergalactic, and sometimes interuniversal travel within human timescales. They have also served as a method for time travel.
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A quasi-star (also called black hole star) is a hypothetical type of extremely massive star that may have existed very early in the history of the Universe. Unlike modern stars, which are powered by nuclear fusion in their cores, a quasistar's energy would come from material falling into a central black hole.[1]

A quasi-star is predicted to form when the core of a large protostar collapses into a black hole during its formation and the outer layers of the star are massive enough to absorb the resulting burst of energy without being blown away (as they are with modern supernovae). Such a star would have to be at least one thousand times the mass of the Sun.[1] Stars this large could only form early in the history of the Universe before the hydrogen and helium were contaminated by heavier elements; see Population III stars.

Once the black hole had formed at the core of the protostar, it would continue generating a large amount of radiant energy from the infall of additional stellar material. This energy would counteract the force of the gravity, creating an equilibrium similar to the one that supports modern fusion-based stars.[2] A quasi-star is predicted to have had a maximum lifespan of about one million years, after which the core black hole would have grown to about ten thousand solar masses. These intermediate mass black holes have been suggested as the origin of the modern era's supermassive black holes. Quasi-stars are predicted to have surface temperatures comparable to that of the Sun, but, with diameters of approximately ten billion kilometers or over seven thousand times the diameter of the sun, each one would produce as much light as a small galaxy.[1]
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Supernova 1604, also known as Kepler's Supernova, Kepler's Nova or Kepler's Star, was a supernova that occurred in the Milky Way, in the constellation Ophiuchus. It is the most recent supernova to have been unquestionably observed by the naked eye in our own galaxy, occurring no farther than 6 kiloparsecs or about 20,000 light-years from Earth.

Visible to the naked eye, Kepler's Star was brighter at its peak than any other star in the night sky, and all the planets other than Venus, with apparent magnitude −2.5. It was visible during the day for over three weeks.
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Johannes Kepler's original drawing depicting the location of the stella nova, marked with an N (8 grid squares down, 4 over from the left).










The first recorded observation was in northern Italy on October 9, 1604.[2] Johannes Kepler began observing it in Prague on October 17.[3] It was subsequently named after him because his observations tracked the object for an entire year and because of his book on the subject, entitled De Stella nova in pede Serpentarii ("On the new star in Ophiuchus's foot", Prague 1606).

It was the second supernova to be observed in a generation (after SN 1572 seen by Tycho Brahe in Cassiopeia). No further supernovae have since been observed with certainty in the Milky Way, though many others outside our galaxy have been seen since S Andromedae.

Present day astronomical evidence exists for a Milky Way supernova whose signal would have reached earth ca 1680 (Cassiopeia A), and another object whose light should have arrived ca 1870. However there is no historical record of either having been detected at the time, by the unaided human eye.[4]

The supernova remnant resulting from this supernova is considered to be one of the prototypical objects of its kind, and is still an object of much study in astronomy.
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Dwarf nova HT Cas seen in outburst (mag ~13.4) on November 2, 2010






[image: ]

[image: ]

Light curve of eclipsing dwarf nova HT Cas during outburst on November 4, 2010; showing dips during eclipse and superhumps produced by the accretion disk.





A U Geminorum-type variable star, or dwarf nova (pl. novae) is a type of cataclysmic variable star consisting of a close binary star system in which one of the components is a white dwarf that accretes matter from its companion.[1] They are similar to classical novae in that the white dwarf is involved in periodic outbursts, but the mechanisms are different: classical novae result from the fusion and detonation of accreted hydrogen, while current theory suggests that dwarf novae result from instability in the accretion disk, when gas in the disk reaches a critical temperature that causes a change in viscosity, resulting in a collapse onto the white dwarf that releases large amounts of gravitational potential energy.[2][3]

Dwarf novae are distinct from classical novae in other ways; their luminosity is lower, and they are typically recurrent on a scale from days to decades.[2] The luminosity of the outburst increases with the recurrence interval as well as the orbital period; recent research with the Hubble space telescope suggests that the latter relationship could make dwarf novae useful standard candles for measuring cosmic distances.[2][3]

There are three subtypes of U Geminorum star (UG):[4]


	SS Cygni stars (UGSS), which increase in brightness by 2-6 mag in V in 1–2 days, and return to their original brightnesses in several subsequent days.

	SU Ursae Majoris stars (UGSU), which have brighter and longer "supermaxima" outbursts, or "super-outbursts," in addition to normal outbursts. Varieties of SU Ursae Majoris star include ER Ursae Majoris stars and WZ Sagittae stars.[5]

	Z Camelopardalis stars (UGZ), which temporarily "halt" at a particular brightness below their peak.
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Short narrated video about the protostar V1647 Orionis and its X-ray emission in 2004.
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A protostar inside a Bok globule (Artist's image).
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The central part of the stellar cluster RCW 38, around the young, massive star IRS2, taken with the NACO adaptive optics instrument attached to ESO's Very Large Telescope. Astronomers were able to discover that IRS2 is in fact a twin system composed of two almost equally massive stars. The astronomers also found a handful of protostars.





A protostar is a large mass that forms by contraction out of the gas of a giant molecular cloud in the interstellar medium. The protostellar phase is an early stage in the process of star formation. For a one solar-mass star it lasts about 100,000 years. It starts with a core of increased density in a molecular cloud and ends with the formation of a T Tauri star, which then develops into a main sequence star. This is heralded by the T Tauri wind, a type of super solar wind that marks the change from the star accreting mass into radiating energy.
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 History

The existence of 'protostars' was first proposed and postulated by Soviet-Armenian scientist, Viktor Ambartsumian.[1]

Ambartsumian’s research was in the so-called 'continuous emission', observed in the spectra of young stars of the T Tauri type and their associated neighbor stars. As opposed to the classical hypotheses suggesting that stars formed singly as a result of condensation of small masses of diffuse matter, the new hypothesis postulated the existence of massive star-forming bodies, “proto-stars”. The process of disintegration of proto-stars is responsible for the formation of multiple members in star associations.

 Role in stellar evolution

Main article: Star formation

Star formation begins in giant molecular clouds. These clouds are initially balanced between gravitational forces, which work to collapse the cloud, and pressure forces (primarily from the gas) which work to keep the cloud from collapsing. When these forces fall out of balance, such as due to a supernova shock wave, the cloud begins to collapse and fragment into smaller and smaller fragments. The smallest of these fragments begin contracting and become protostars.

As the cloud continues to contract, it begins to increase in temperature. The temperature increase is not caused by nuclear reactions but rather by the conversion of gravitational energy to thermal kinetic energy. As a particle (atom or molecule) falls towards the centre of the contracting fragment, its gravitational energy decreases. As the total energy of the particle must remain constant (due to conservation of energy, the reduction in gravitational potential energy results in an increase in the particle's kinetic energy. The kinetic energy of a group of particles is the thermal kinetic energy, or temperature, of the cloud. The more the cloud contracts the more the temperature increases.

Collisions between molecules often leave them in excited states which can emit radiation as those states decay. At the temperatures of an protostar (10 to 20 kelvins) most of the radiation is in the microwave or infrared range of the spectrum. At this early stage of star formation, most of this radiation escapes, preventing a rapid rise in temperature of the cloud. This stage of protostar evolution is known as the isothermal phase.

As the cloud contracts the number density of the molecules increases, making it more difficult for the emitted radiation to escape. In effect, the gas becomes opaque to the radiation and the temperature within the cloud will begin to rise more rapidly. The gas cloud still has much more gas at this stage, called a Class 0 protostar.

As the system evolves, more and more emission starts to come from the protostar rather than the surrounding dust and gas. In the Class I stage, the protostar is now about the same mass as the surrounding envelope.

The next stage of protostar evolution is the classic T Tauri star (a.k.a. Class II protostar). In this phase, the temperature increases substantially and this disk becomes substantially smaller than the protostar. In the final stage of protostar evolution, the temperature rises and the surrounding material becomes an order of magnitude smaller, becoming a Class III protostar ('weak' T Tauri star). [2]

 Classes of Protostars

For details of observational classification, see Young stellar object.



	Class
	peak emission
	duration (Years)
	description



	0
	submillimeter
	104
	early accretion



	I
	far-infrared
	105
	main accretion phase



	II
	near-infrared
	106
	classic T Tauri star



	III
	visible
	107[2]
	'weak line' T Tauri star




[3]

 See also
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	Herbig-Haro object

	Pre–main sequence star

	Protoplanetary disk

	NGC 7538, home of the largest discovered protostar which is about 300 times the size of our Solar System.



 Notes



	^ "Abstract". SpringerLink. Retrieved 2011-01-12. 

	^ a b Lecture notes from an astronomy course

	^ (Larson 2003, p. 1676)
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Stellar kinematics is the study of the movement of stars without needing to understand how they acquired their motion. This differs from stellar dynamics, which takes into account gravitational effects. The motion of a star relative to the Sun can provide useful information about the origin and age of a star, as well as the structure and evolution of the surrounding galaxy.

In astronomy, it is widely accepted that most stars are born within molecular clouds known as stellar nurseries. The stars formed within such a cloud compose open clusters containing dozens to thousands of members. These clusters dissociate with time. Stars that separate themselves from the cluster's core are designated as members of the cluster's stellar association. If the remnant later drifts through the galaxy as a coherent assemblage, then it is termed a moving group.
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 Space velocity

The component of stellar motion toward or away from the Sun, known as radial velocity, can be measured from the spectrum shift caused by the Doppler effect. The transverse, or proper motion must be found by taking a series of positional determinations against more distant objects. Once the distance to a star is determined through astrometric means such as parallax, the space velocity can be computed.[1] This is the star's actual motion relative to the Sun or the local standard of rest (LSR). The latter is typically taken as a position at the Sun's present location that is following a circular orbit around the galactic center at the mean velocity of those nearby stars with low velocity dispersion.[2] The Sun's motion with respect to the LSR is called the "peculiar solar motion".

The components of space velocity in the Milky Way's Galactic coordinate system are usually designated U, V, and W, given in km/s, with U positive in the direction of the Galactic center, V positive in the direction of galactic rotation, and W positive in the direction of the North Galactic Pole.[3] The peculiar motion of the Sun with respect to the LSR is (U, V, W) = (10.00 ± 0.36, 5.23 ± 0.62, 7.17 ± 0.38) km/s.[4]

The stars in the Milky Way can be subdivided into two general populations, based on their metallicity, or proportion of elements with atomic numbers higher than helium. Among nearby stars, it has been found that population I, higher metallicity stars have generally lower velocities than older, population II stars. The latter have elliptical orbits that are inclined to the plane of the galaxy.[5] Comparison of the kinematics of nearby stars has also led to the identification of stellar associations. These are most likely groups of stars that share a common point of origin in giant molecular clouds.[6]

Within the Milky Way galaxy, there are three primary components of stellar kinematics: the disk, halo and bulge or bar. These kinematic groups are closely related to the stellar populations in the galaxy, forming a strong correlation between the motion and chemical composition, thus indicating different formation mechanisms. The halo may be further sub-divided into an inner and outer halo, with the inner halo having a net prograde rotation with respect to the galaxy and the outer a net retrograde movement.[7]

 High-velocity stars

Depending on the definition, a high-velocity star is a star moving faster than 65 km/s to 100 km/s relative to the average motion of the stars in the Sun's neighbourhood. The velocity is also sometimes defined as supersonic relative to the surrounding interstellar medium. The three types of high-velocity stars are: runaway stars, halo stars and hypervelocity stars.

 Runaway stars
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Four runaway stars plowing through regions of dense interstellar gas and creating bright bow waves and trailing tails of glowing gas. The stars in these NASA Hubble Space Telescope images are among 14 young runaway stars spotted by the Advanced Camera for Surveys between October 2005 and July 2006





A runaway star is one which is moving through space with an abnormally high velocity relative to the surrounding interstellar medium. The proper motion of a runaway star often points exactly away from a stellar association, whose member it therefore once must have been before it was hurled out.

Two possible mechanisms may give rise to a runaway star:


	In the first scenario, a close encounter between two binary systems may result in the disruption of both systems, with some of the stars being ejected at high velocities.

	In the second scenario, a supernova explosion in a multiple star system can result in the remaining components moving away at high speed.



While both mechanisms are theoretically possible, astronomers generally favour the supernova hypothesis as more likely in practice.

One example of a related set of runaway stars is the case of AE Aurigae, 53 Arietis and Mu Columbae, all of which are moving away from each other at velocities of over 100 km/s (for comparison, the Sun moves through the galaxy at about 20 km/s faster than the local average). Tracing their motions back, their paths intersect near to the Orion Nebula about 2 million years ago. Barnard's Loop is believed to be the remnant of the supernova that launched the other stars.

Another example is the X-ray object Vela X-1, where photodigital techniques reveal the presence of a typical supersonic bow shock hyperbola.

 Halo stars

See also: Galactic halo

High-velocity stars are very old stars that do not share the motion of the Sun or most other stars in the solar neighbourhood which are in similar circular orbits around the centre of the Galaxy. Rather, they travel in elliptical orbits, which often take them well outside the plane of the Galaxy. Although their orbital velocities in the Galaxy may be no faster than the Sun’s, their different paths result in the high relative velocities.

Typical examples are the halo stars passing through the disk of the galaxy at steep angles. One of the nearest 45 stars, called Kapteyn's star, is an example of the high-velocity stars that lie near the Sun. Its observed radial velocity is −245 km/s, and the components of its space velocity are U = 19 km/s, V = -288 km/s, and W = -52 km/s.

 Hypervelocity stars

Hypervelocity stars (HVSs) are stars with velocities that are substantially different from that expected for a star belonging to the normal distribution of stars in the galaxy. Such stars may have velocities so great that they exceed the escape velocity of the galaxy.[8] Ordinary stars in the galaxy have velocities on the order of 100 km/s, while hypervelocity stars (especially those near the center of the galaxy, which is where most are thought to be produced), have velocities on the order of 1000 km/s.

The existence of HVSs was first predicted by Jack Hills in 1988,[9] and their existence confirmed by Warren Brown, Margaret Geller, Scott Kenyon, and Michael Kurtz in 2005.[10] Currently, 18 unbound HVSs are known, one of which is believed to originate from the Large Magellanic Cloud rather than the Milky Way.[11] Due to uncertainty about the mass distribution of the Galaxy, determining whether a HVS is unbound is difficult; 5 additional known high-velocity stars may be unbound from the galaxy and 16 HVSs are thought to be bound. The nearest currently known HVS (HVS2) is about 19 kpc from the Sun.

It is believed that about 1000 HVSs exist in our galaxy.[12] Considering that there are around 100 billion stars in the Milky Way, this is a minuscule fraction (~0.000001%).

 Origin of hypervelocity stars

HVSs are believed to originate by close encounters of binary stars with the supermassive black hole in the center of the Milky Way. One of the two partners is captured by the black hole, while the other escapes with high velocity. Also, "captured" does not necessarily mean "swallowed", for the companion to the HVS may enter an orbit around the black hole. However this can only happen if the binary stars are falling nearly directly to the black hole from a really far outside distance otherwise the speed gain wouldn't be high enough to leave at high speed rates. This conditions seem not very likely to be the origin of HVSs.

Known HVSs are main-sequence stars with masses a few times that of the Sun.

A team at Argentina's Cordoba Observatory believes that our HVSs are a result of a merging with a collision between the Milky Way and an orbiting dwarf galaxy. A dwarf galaxy that had been orbiting the Milky Way passed through the centre of the Milky Way. When the dwarf galaxy made its closest approach to the centre of the Milky Way, it underwent intense gravitational tugs. These tugs boosted the energy of some its stars so much that they broke free of the dwarf galaxy entirely and were thrown into space.[13]

Some neutron stars are inferred to be traveling with similar speeds. This could be related to HVSs and the HVS ejection mechanism. Neutron stars are the remnants of supernova explosions, and their extreme speeds are very likely the result of an asymmetric supernova explosion or the loss of their near partner during the supernova explosions that forms them. The neutron star RX J0822-4300, which was measured to move at a record speed of over 1500 km/s (0.5% c) in 2007 by the Chandra X-ray Observatory, is thought to have been produced the first way.[14]

Some kind of supernovas are expected to happen if a white dwarf collides with its nearby partner and consumes the outer matter of this partner. The white dwarf and its nearby partner have very high orbital velocities at this time. The huge mass lost of the white dwarf during the supernova causes the nearby partner to leave at its previous huge orbital speed of several hundred kilometers per second as a hypervelocity star. The supernova remnant of the exploding white dwarf leaves because of its own high orbital speed as a new fast traveling neutron star. This seems to be the most likely origin of the most HVSs and fast traveling neutron stars.

 Partial list of HVSs


	HVS 1 – (SDSS J090744.99+024506.8) (a.k.a. The Outcast Star) – the first hypervelocity star to be discovered[10]

	HVS 2 – (SDSS J093320.86+441705.4) or (US 708)

	HVS 3 – (HE 0437-5439) – possibly from the Large Magellanic Cloud[11]

	HVS 4 – (SDSS J091301.00+305120.0)

	HVS 5 – (SDSS J091759.42+672238.7)

	HVS 6 – (SDSS J110557.45+093439.5)

	HVS 7 – (SDSS J113312.12+010824.9)

	HVS 8 – (SDSS J094214.04+200322.1)

	HVS 9 – (SDSS J102137.08-005234.8)

	HVS 10 – (SDSS J120337.85+180250.4)



 Kinematic groups

A set of stars with similar space motion and ages is known as a kinematic group.[15] These are stars that could share a common origin, such as the evaporation of an open cluster, the remains of a star forming region, or collections of overlapping star formation bursts at differing time periods in adjacent regions.[16] Most stars are born within molecular clouds known as stellar nurseries. The stars formed within such a cloud compose gravitationally bound open clusters containing dozens to thousands of members with similar ages and compositions. These clusters dissociate with time. Groups of young stars that escape a cluster, or are no longer bound to each other, form stellar associations. As these stars age and disperse, their association is no longer readily apparent and they become moving groups of stars.

Astronomers are able to determine if stars are members of a kinematic group because they share the same age, metallicity, and kinematics (radial velocity and proper motion). As the stars in a moving group formed in proximity and at nearly the same time from the same gas cloud, although later disrupted by tidal forces, they share similar characteristics.[17]

 Stellar associations

A stellar association is a very loose star cluster, whose stars share a common origin, but have become gravitationally unbound and are still moving together through space. Associations are primarily identified by their common movement vectors and ages. Identification by chemical composition is also used to factor in association memberships.

Stellar associations were first discovered by the Armenian astronomer Viktor Ambartsumian in 1947.[18] The conventional name for an association uses the names or abbreviations of the constellation (or constellations) in which they are located; the association type, and, sometimes, a numerical identifier.

 Types
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Infrared ESO's VISTA view of a stellar nursery in Monoceros.





Viktor Ambartsumian first categorized stellar associations into two groups, OB and T, based on the properties of their stars.[18] A third category, R, was later suggested by Sidney van den Bergh for associations that illuminate reflection nebulae.[19] The OB, T, and R associations form a continuum of young stellar groupings. But it is currently uncertain whether they are an evolutionary sequence, or represent some other factor at work.[20] Some groups also display properties of both OB and T associations, so the categorization is not always clear-cut.

 OB associations

Young associations will contain 10–100 massive stars of spectral class O and B, and are known as OB associations. In addition, these associations also contain hundreds or thousands of low- and intermediate-mass stars. Association members are believed to form within the same small volume inside a giant molecular cloud. Once the surrounding dust and gas is blown away, the remaining stars become unbound and begin to drift apart.[21] It is believed that the majority of all stars in the Milky Way were formed in OB associations.[21] O class stars are short-lived, and will expire as supernovae after roughly a million years. As a result, OB associations are generally only a few million years in age or less. The O-B stars in the association will have burned all their fuel within 10 million years. (Compare this to the current age of the Sun at about 5 billion years.)

The Hipparcos satellite provided measurements that located a dozen OB associations within 650 parsecs of the Sun.[22] The nearest OB association is the Scorpius-Centaurus Association, located about 400 light years from the Sun.[23]

OB associations have also been found in the Large Magellanic Cloud and the Andromeda Galaxy. These associations can be quite sparse, spanning 1,500 light years in diameter.[24]

 T associations

Young stellar groups can contain a number of infant T Tauri stars that are still in the process of entering the main sequence. These sparse populations of up to a thousand T Tauri stars are known as T associations. The nearest example is the Taurus-Auriga T association (Tau-Aur T association), located at a distance of 140 parsecs from the Sun.[25] Other examples of T associations include the R Corona Australis T association, the Lupus T association, the Chamaeleon T association and the Velorum T association. T associations are often found in the vicinity of the molecular cloud from which they formed. Some, but not all, include O-B class stars. To summarize the characteristics of Moving groups members: they have the same age and origin, the same chemical composition and they have the same amplitude and direction in their vector of velocity.

 R associations

Associations of stars that illuminate reflection nebulae are called R associations, a name suggested by Sidney van den Bergh after he discovered that the stars in these nebulae had a non-uniform distribution.[19] These young stellar groupings contain main sequence stars that are not sufficiently massive to disperse the interstellar clouds in which they formed.[20] This allows the properties of the surrounding dark cloud to be examined by astronomers. Because R-associations are more plentiful than OB associations, they can be used to trace out the structure of the galactic spiral arms.[26] An example of an R-association is Monoceros R2, located 830 ± 50 parsecs from the Sun.[20]

 Moving groups

If the remnants of a stellar association drift through the galaxy as a somewhat coherent assemblage, then they are termed a moving group. Moving groups can be old, such as the HR 1614 moving group at 2 billion years, or young, such as the AB Doradus moving group at only 50 million.

Moving groups were studied intensely by Olin Eggen in the 1960s[27] A list of the nearest young moving groups has been compiled by López-Santiago et al.[28] The closest is the Ursa Major Moving Group which includes all of the stars in the Plough/Big Dipper asterism except for α Ursae Majoris and η Ursae Majoris. This is sufficiently close that the Sun lies in its outer fringes, without being part of the group. Hence, while members are concentrated at declinations near 60° N, some outliers are as far away across the sky as Triangulum Australe at 70° S.

 Stellar streams

See also: List of stellar streams

A stellar stream is an association of stars orbiting a galaxy that was once a globular cluster or dwarf galaxy that has now been torn apart and stretched out along its orbit by tidal forces.

 Known kinematic groups

Some kinematic groups include:[29]


	Local Association (Pleiades moving group)

	AB Doradus moving group

	Alpha Persei moving cluster

	Beta Pictoris moving group

	Castor moving group

	Corona Australis association

	Eta Chamaeleontis cluster

	Hercules stream

	Hyades Stream

	IC 2391 supercluster

	MBM 12 association

	Tucana-Horologium Association

	TW Hydrae association

	Ursa Major Moving Group

	Zeta Herculis moving group



 See also
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	Astrometry

	Gaia probe

	Hipparcos

	n-body problem
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This illustration shows the oblate appearance of the star Achernar caused by rapid rotation.





Stellar rotation is the angular motion of a star about its axis. The rate of rotation can be measured from the spectrum of the star, or by timing the movements of active features on the surface.

The rotation of a star produces an equatorial bulge due to centrifugal force. As stars are not solid bodies, they can also undergo differential rotation. Thus the equator of the star can rotate at a different angular velocity than the higher latitudes. These differences in the rate of rotation within a star may have a significant role in the generation of a stellar magnetic field.[1]

The magnetic field of a star interacts with the stellar wind. As the wind moves away from the star its rate of angular velocity slows. The magnetic field of the star interacts with the wind, which applies a drag to the stellar rotation. As a result, angular momentum is transferred from the star to the wind, and over time this gradually slows the star's rate of rotation.
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 Measurement

Unless a star is being observed from the direction of its pole, sections of the surface have some amount of movement toward or away from the observer. The component of movement that is in the direction of the observer is called the radial velocity. For the portion of the surface with a radial velocity component toward the observer, the radiation is shifted to a higher frequency because of Doppler shift. Likewise the region that has a component moving away from the observer is shifted to a lower frequency. When the absorption lines of a star are observed, this shift at each end of the spectrum causes the line to broaden.[2] However, this broadening must be carefully separated from other effects that can increase the line width.
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This star has inclination i to the line-of-sight of an observer on the Earth and rotational velocity ve at the equator.





The component of the radial velocity observed through line broadening depends on the inclination of the star's pole to the line of sight. The derived value is given as [image: v_e \cdot \sin i], where ve is the rotational velocity at the equator and i is the inclination. However, i is not always known, so the result gives a minimum value for the star's rotational velocity. That is, if i is not a right angle, then the actual velocity is greater than [image: v_e \cdot \sin i].[2] This is sometimes referred to as the projected rotational velocity.

For giant stars, the atmospheric microturbulence can result in line broadening that is much larger than effects of rotational, effectively drowning out the signal. However, an alternate approach can be employed that makes use of gravitational microlensing events. These occur when a massive object passes in front of the more distant star and functions like a lens, briefly magnifying the image. The more detailed information gathered by this means allows the effects of microturbulence to be distinguished from rotation.[3]

If a star displays magnetic surface activity such as starspots, then these features can be tracked to estimate the rotation rate. However, such features can form at locations other than equator and can migrate across latitudes over the course of their life span, so differential rotation of a star can produce varying measurements. Stellar magnetic activity is often associated with rapid rotation, so this technique can be used for measurement of such stars.[4] Observation of starspots has shown that these features can actually vary the rotation rate of a star, as the magnetic fields modify the flow of gases in the star.[5]

 Physical effects

 Equatorial bulge

See also: Equatorial bulge

Gravity tends to contract celestial bodies into a perfect sphere, the shape where all the mass is as close to the center of gravity as possible. But a rotating star is not spherical in shape, it has an equatorial bulge.

As a rotating proto-stellar disk contracts to form a star its shape becomes more and more spherical, but the contraction doesn't proceed all the way to a perfect sphere. At the poles all of the gravity acts to increase the contraction, but at the equator the effective gravity is diminished by the centrifugal force. The final shape of the star after star formation is an equilibrium shape, in the sense that the effective gravity in the equatorial region (being diminished) cannot pull the star to a more spherical shape. The rotation also gives rise to gravity darkening at the equator, as described by the von Zeipel theorem.

An extreme example of an equatorial bulge is found on the star Regulus A (α Leonis A). The equator of this star has a measured rotational velocity of 317 ± 3 km/s. This corresponds to a rotation period of 15.9 hours, which is 86% of the velocity at which the star would break apart. The equatorial radius of this star is 32% larger than polar radius.[6] Other rapidly rotating stars include Alpha Arae, Pleione, Vega and Achernar.

The break-up velocity of a star is an expression that is used to describe the case where the centrifugal force at the equator is equal to the gravitational force. For a star to be stable the rotational velocity must be below this value.[7]

 Differential rotation

Surface differential rotation is observed on stars such as the Sun when the angular velocity varies with latitude. Typically the angular velocity decreases with increasing latitude. However the reverse has also been observed, such as on the star designated HD 31993.)[8][9] The first such star, other than the Sun, to have its differential rotation mapped in detail is AB Doradus.[1] [10]

The underlying mechanism that causes differential rotation is turbulent convection inside a star. Convective motion carries energy toward the surface through the mass movement of plasma. This mass of plasma carries a portion of the angular velocity of the star. When turbulence occurs through shear and rotation, the angular momentum can become redistributed to different latitudes through meridional flow.[11][12]

The interfaces between regions with sharp differences in rotation are believed to be efficient sites for the dynamo processes that generate the stellar magnetic field. There is also a complex interaction between a star's rotation distribution and its magnetic field, with the conversion of magnetic energy into kinetic energy modifying the velocity distribution.[1]

 Rotation braking

Stars are believed to form as the result of a collapse of a low-temperature cloud of gas and dust. As the cloud collapses, conservation of angular momentum causes any small net rotation of the cloud to increase, forcing the material into a rotating disk. At the dense center of this disk a protostar forms, which gains heat from the gravitational energy of the collapse.

As the collapse continues, the rotation rate can increase to the point where the accreting protostar can break up due to centrifugal force at the equator. Thus the rotation rate must be braked during the first 100,000 years to avoid this scenario. One possible explanation for the braking is the interaction of the protostar's magnetic field with the stellar wind in magnetic braking. The expanding wind carries away the angular momentum and slows down the rotation rate of the collapsing protostar.[13][14]
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Most main-sequence stars with a spectral class between O5 and F5 have been found to rotate rapidly.[6][16] For stars in this range, the measured rotation velocity increases with mass. This increase in rotation peaks among young, massive B-class stars. As the expected life span of a star decreases with increasing mass, this can be explained as a decline in rotational velocity with age.

For main-sequence stars, the decline in rotation can be approximated by a mathematical relation:


	[image: \Omega_e \propto t^{-\frac{1}{2}}]



where [image: \Omega_e] is the angular velocity at the equator and t is the star's age.[17] This relation is named Skumanich's law after Andrew P. Skumanich who discovered it in 1972.[18] Gyrochronology is the determination of a star's age based on the rotation rate, calibrated using the Sun.[19]

Stars slowly lose mass by the emission of a stellar wind from the photosphere. The star's magnetic field exerts a torque on the ejected matter, resulting in a steady transfer of angular momentum away from the star. Stars with a rate of rotation greater than 15 km/s also exhibit more rapid mass loss, and consequently a faster rate of rotation decay. Thus as the rotation of a star is slowed because of braking, there is a decrease in rate of loss of angular momentum. Under these conditions, stars gradually approach, but never quite reach, a condition of zero rotation.[20]

 Close binary systems

A close binary star system occurs when two stars orbit each other with an average separation that is of the same order of magnitude as their diameters. At these distances, more complex interactions can occur, such as tidal effects, transfer of mass and even collisions. Tidal interactions in a close binary system can result in modification of the orbital and rotational parameters. The total angular momentum of the system is conserved, but the angular momentum can be transferred between the orbital periods and the rotation rates.[21]

Each of the members of a close binary system raise tides on the companion star through gravitational interaction. However the bulges can be slightly misaligned with respect to the direction of gravitational attraction. Thus the force of gravity produces a torque component on the bulge, resulting in the transfer of angular momentum. This causes the system to steadily evolve, although it can approach a stable equilibrium. The effect can be more complex in cases where the axis of rotation is not perpendicular to the orbital plane.[21]

For contact or semi-detached binaries, the transfer of mass from a star to its companion can also result in a significant transfer of angular momentum. The accreting companion can spin up to the point where it reaches its critical rotation rate and begins losing mass along the equator.[22]

 Degenerate stars

After a star has finished generating energy through thermonuclear fusion, it evolves into a more compact, degenerate state. During this process the dimensions of the star are significantly reduced, which can result in a corresponding increase in angular velocity.

 White dwarf

Main article: White dwarf

A white dwarf is a star that consists of material that is the by-product of thermonuclear fusion during the earlier part of its life, but lacks the mass to burn those more massive elements. It is a compact body that is supported by a quantum mechanical effect known as electron degeneracy pressure that will not allow the star to collapse any further. Generally most white dwarfs have a low rate of rotation, most likely as the result of rotational braking or by shedding angular momentum when the progenitor star lost its outer envelope.[23] (See planetary nebula.)

A slow-rotating white dwarf star can not exceed the Chandrasekhar limit of 1.44 solar masses without collapsing to form a neutron star or exploding as a Type Ia supernova. Once the white dwarf reaches this mass, such as by accretion or collision, the gravitational force would exceed the pressure exerted by the electrons. If the white dwarf is rotating rapidly, however, the effective gravity is diminished in the equatorial region, thus allowing the white dwarf to exceed the Chandrasekhar limit. Such rapid rotation can occur, for example, as a result of mass accretion that results in a transfer of angular momentum.[24]

 Neutron star

Main article: Pulsar
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The neutron star (center) emits a beam of radiation from its magnetic poles. The beams are swept along a conic surface around the axis of rotation.





A neutron star is a highly dense remnant of a star that is primarily composed of neutrons—a particle that is found in most atomic nuclei and has no net electrical charge. The mass of a neutron star is in the range of 1.2 to 2.1 times the mass of the Sun. As a result of the collapse, a newly formed neutron star can have a very rapid rate of rotation; on the order of a hundred rotations per second.

Pulsars are rotating neutron stars that have a magnetic field. A narrow beam of electromagnetic radiation is emitted from the poles of rotating pulsars. If the beam sweeps past the direction of the Solar System then the pulsar will produce a periodic pulse that can be detected from the Earth. The energy radiated by the magnetic field gradually slows down the rotation rate, so that older pulsars can require as long as several seconds between each pulse.[25]

 Black hole

Main article: Rotating black hole

A black hole is an object with a gravitational field that is sufficiently powerful that it can prevent light from escaping. When they are formed from the collapse of a rotating mass, they retain all of the angular momentum that is not shed in the form of ejected gas. This rotation causes the space within an oblate spheroid-shaped volume, called the "ergosphere", to be dragged around with the black hole. Mass falling into this volume gains energy by this process and some portion of the mass can then be ejected without falling into the black hole. When the mass is ejected, the black hole loses angular momentum (the "Penrose process").[26] The rotation rate of a black hole has been measured as high as 98.7% of the speed of light.[27]
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This article is about a type of neutron star.  For other uses, see Pulsar (disambiguation).
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A slow-motion movie of the Crab Pulsar taken at 800 nm wavelength using a Lucky Imaging camera from Cambridge University, showing the bright pulse and fainter interpulse.
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Video of the Vela pulsar in X-ray light





A pulsar (portmanteau of pulsating star) is a highly magnetized, rotating neutron star that emits a beam of electromagnetic radiation. This radiation can only be observed when the beam of emission is pointing toward the Earth, much the way a lighthouse can only be seen when the light is pointed in the direction of an observer, and is responsible for the pulsed appearance of emission. Neutron stars are very dense, and have short, regular rotational periods. This produces a very precise interval between pulses that range from roughly milliseconds to seconds for an individual pulsar.

The precise periods of pulsars makes them useful tools. Observations of a pulsar in a binary neutron star system were used to indirectly confirm the existence of gravitational radiation. The first extrasolar planets were discovered around a pulsar, PSR B1257+12. Certain types of pulsars rival atomic clocks in their accuracy in keeping time.
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Composite Optical/X-ray image of the Crab Nebula, showing synchrotron emission in the surrounding pulsar wind nebula, powered by injection of magnetic fields and particles from the central pulsar.





The first pulsar was observed on November 28, 1967, by Jocelyn Bell Burnell and Antony Hewish.[1][2][3] The observed emission from the pulsar was pulses separated by 1.33 seconds, originated from the same location on the sky, and kept to sidereal time. In looking for explanations for the pulses, the short period of the pulses eliminated most astrophysical sources of radiation, such as stars, and since the pulses followed sidereal time, it could not be man-made radio frequency interference. When observations with another telescope confirmed the emission, it eliminated any sort of instrumental effects. At this point, Burnell notes of herself and Hewish that "we did not really believe that we had picked up signals from another civilization, but obviously the idea had crossed our minds and we had no proof that it was an entirely natural radio emission. It is an interesting problem—if one thinks one may have detected life elsewhere in the universe, how does one announce the results responsibly?"[4] Even so, they nicknamed the signal LGM-1, for "little green men" (a playful name for intelligent beings of extraterrestrial origin). It was not until a second pulsating source was discovered in a different part of the sky that the "LGM hypothesis" was entirely abandoned.[5] Their pulsar was later dubbed CP 1919, and is now known by a number of designators including PSR 1919+21, PSR B1919+21 and PSR J1921+2153. Although CP 1919 emits in radio wavelengths, pulsars have, subsequently, been found to emit in visible light, X-ray, and/or gamma ray wavelengths.[6]

The word "pulsar" is a contraction of "pulsating star",[7] and first appeared in print in 1968:


An entirely novel kind of star came to light on Aug. 6 last year and was referred to, by astronomers, as LGM (Little Green Men). Now it is thought to be a novel type between a white dwarf and a neutron  [sic]. The name Pulsar is likely to be given to it. Dr. A. Hewish told me yesterday: "… I am sure that today every radio telescope is looking at the Pulsars."[8]



The suggestion that pulsars were rotating neutron stars was put forth independently by Thomas Gold and Franco Pacini in 1968, and was soon proven beyond reasonable doubt by the discovery of a pulsar with a very short (33-millisecond) pulse period in the Crab nebula.

In 1974, Antony Hewish became the first astronomer to be awarded the Nobel Prize in physics. Considerable controversy is associated with the fact that Professor Hewish was awarded the prize while Bell, who made the initial discovery while she was his Ph.D student, was not. Bell claims no bitterness upon this point, supporting the decision of the Nobel prize committee.[9]
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The Vela Pulsar and its surrounding pulsar wind nebula.





In 1974, Joseph Hooton Taylor, Jr. and Russell Hulse discovered for the first time a pulsar in a binary system, PSR B1913+16. This pulsar orbits another neutron star with an orbital period of just eight hours. Einstein's theory of general relativity predicts that this system should emit strong gravitational radiation, causing the orbit to continually contract as it loses orbital energy. Observations of the pulsar soon confirmed this prediction, providing the first ever evidence of the existence of gravitational waves. As of 2010, observations of this pulsar continue to agree with general relativity.[10] In 1993, the Nobel Prize in Physics was awarded to Taylor and Hulse for the discovery of this pulsar.[11]

In 1982, Don Backer led a group which discovered PSR B1937+21, a pulsar with a rotation period of just 1.6 milliseconds.[12] Observations soon revealed that its magnetic field was much weaker than ordinary pulsars, while further discoveries cemented the idea that a new class of object, the "millisecond pulsars" (MSPs) had been found. MSPs are believed to be the end product of X-ray binaries. Owing to their extraordinarily rapid and stable rotation, MSPs can be used by astronomers as clocks rivaling the stability of the best atomic clocks on Earth. Factors affecting the arrival time of pulses at the Earth by more than a few hundred nanoseconds can be easily detected and used to make precise measurements. Physical parameters accessible through pulsar timing include the 3D position of the pulsar, its proper motion, the electron content of the interstellar medium along the propagation path, the orbital parameters of any binary companion, the pulsar rotation period and its evolution with time. (These are computed from the raw timing data by Tempo, a computer program specialized for this task.) After these factors have been taken into account, deviations between the observed arrival times and predictions made using these parameters can be found and attributed to one of three possibilities: intrinsic variations in the spin period of the pulsar, errors in the realization of Terrestrial Time against which arrival times were measured, or the presence of background gravitational waves. Scientists are currently attempting to resolve these possibilities by comparing the deviations seen amongst several different pulsars, forming what is known as a Pulsar timing array. With luck, these efforts may lead to a time scale[disambiguation needed] a factor of ten or better than currently available, and the first ever direct detection of gravitational waves. In June 2006, the astronomer John Middleditch and his team at LANL announced the first prediction of pulsar glitches with observational data from the Rossi X-ray Timing Explorer. They used observations of the pulsar PSR J0537-6910.

In 1992, Aleksander Wolszczan discovered the first extrasolar planets around PSR B1257+12. This discovery presented important evidence concerning the widespread existence of planets outside the solar system, although it is very unlikely that any life form could survive in the environment of intense radiation near a pulsar.

 Nomenclature

Initially pulsars were named with letters of the discovering observatory followed by their right ascension (e.g. CP 1919). As more pulsars were discovered, the letter code became unwieldy, and so the convention then arose of using the letters PSR (Pulsating Source of Radio) followed by the pulsar's right ascension and degrees of declination (e.g. PSR 0531+21) and sometimes declination to a tenth of a degree (e.g. PSR 1913+167). Pulsars appearing very close together sometimes have letters appended (e.g. PSR 0021-72C and PSR 0021-72D).

The modern convention prefixes the older numbers with a B (e.g. PSR B1919+21), with the B meaning the coordinates are for the 1950.0 epoch. All new pulsars have a J indicating 2000.0 coordinates and also have declination including minutes (e.g. PSR J1921+2153). Pulsars that were discovered before 1993 tend to retain their B names rather than use their J names (e.g. PSR J1921+2153 is more commonly known as PSR B1919+21). Recently discovered pulsars only have a J name (e.g. PSR J0437-4715). All pulsars have a J name that provides more precise coordinates of its location in the sky.[13]

 Formation
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Schematic view of a pulsar. The sphere in the middle represents the neutron star, the curves indicate the magnetic field lines, the protruding cones represent the emission beams and the green line represents the axis on which the star rotates.





The events leading to the formation of a pulsar begin when the core of a massive star is compressed during a supernova, which collapses into a neutron star. The neutron star retains most of its angular momentum, and since it has only a tiny fraction of its progenitor's radius (and therefore its moment of inertia is sharply reduced), it is formed with very high rotation speed. A beam of radiation is emitted along the magnetic axis of the pulsar, which spins along with the rotation of the neutron star. The magnetic axis of the pulsar determines the direction of the electromagnetic beam, with the magnetic axis not necessarily being the same as its rotational axis. This misalignment causes the beam to be seen once for every rotation of the neutron star, which leads to the "pulsed" nature of its appearance. The beam originates from the rotational energy of the neutron star, which generates an electrical field from the movement of the very strong magnetic field, resulting in the acceleration of protons and electrons on the star surface and the creation of an electromagnetic beam emanating from the poles of the magnetic field.[14][15] This rotation slows down over time as electromagnetic power is emitted. When a pulsar's spin period slows down sufficiently, the radio pulsar mechanism is believed to turn off (the so-called "death line"). This turn-off seems to take place after about 10–100 million years, which means of all the neutron stars in the 13.6 billion year age of the universe, around 99% no longer pulsate.[16] The longest known pulsar period is 9.437 seconds.[17]

Though this very general picture of pulsars is mostly accepted, Werner Becker of the Max Planck Institute for Extraterrestrial Physics said in 2006, "The theory of how pulsars emit their radiation is still in its infancy, even after nearly forty years of work."[18]

 Categories

Three distinct classes of pulsars are currently known to astronomers, according to the source of the power of the electromagnetic radiation:


	Rotation-powered pulsars, where the loss of rotational energy of the star provides the power.

	Accretion-powered pulsars (accounting for most but not all X-ray pulsars), where the gravitational potential energy of accreted matter is the power source (producing X-rays that are observable from the Earth).

	Magnetars, where the decay of an extremely strong magnetic field provides the electromagnetic power.



The Fermi Space Telescope has uncovered a subclass of rotationally-powered pulsars that emit only gamma rays.[19] There have been only about one hundred gamma-ray pulsars identified out of about 1800 known pulsars.[20][21]

Although all three classes of objects are neutron stars, their observable behavior and the underlying physics are quite different. There are, however, connections. For example, X-ray pulsars are probably old rotationally-powered pulsars that have already lost most of their power, and have only become visible again after their binary companions had expanded and began transferring matter on to the neutron star. The process of accretion can in turn transfer enough angular momentum to the neutron star to "recycle" it as a rotation-powered millisecond pulsar. As this matter lands on the neutron star, it is thought to "bury" the magnetic field of the neutron star (although the details are unclear), leaving millisecond pulsars with magnetic fields 1000-10,000 times weaker than average pulsars. This low magnetic field is less effective at slowing the pulsar's rotation, so millisecond pulsars live for billions of years, making them the oldest known pulsars. Millisecond pulsars are seen in globular clusters, which stopped forming neutron stars billions of years ago.[16]

Of interest to the study of the state of the matter in a neutron stars are the glitches observed in the rotation velocity of the neutron star. This velocity is decreasing slowly but steadily, except by sudden variations. One model put forward to explain these glitches is that they are the result of "starquakes" that adjust the crust of the neutron star. Models where the glitch is due to a decoupling of the possibly superconducting interior of the star have also been advanced. In both cases, the star's moment of inertia changes, but its angular momentum doesn't, resulting in a change in rotation rate.

 Disrupted recycled pulsar

When two massive stars are born close together from the same cloud of gas, they can form a binary system and orbit each other from birth. If those two stars are at least a few times as massive as our sun, their lives will both end in supernova explosions. The more massive star explodes first, leaving behind a neutron star. If the explosion does not kick the second star away, the binary system survives. The neutron star can now be visible as a radio pulsar, and it slowly loses energy and spins down. Later, the second star can swell up, allowing the neutron star to suck up its matter. The matter falling onto the neutron star spins it up and reduces its magnetic field. This is called “recycling” because it returns the neutron star to a quickly-spinning state. Finally, the second star also explodes in a supernova, producing another neutron star. If this second explosion also fails to disrupt the binary, a double neutron star binary is formed. Otherwise, the spun-up neutron star is left with no companion and becomes a “disrupted recycled pulsar”, spinning between a few and 50 times per second.[22]

 Applications
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Relative position of the Sun to the center of the Galaxy and 14 pulsars with their periods denoted





The discovery of pulsars allowed astronomers to study an object never observed before, the neutron star. This kind of object is the only place where the behavior of matter at nuclear density can be observed (though not directly). Also, millisecond pulsars have allowed a test of general relativity in conditions of an intense gravitational field.

Pulsar maps have been included on the two Pioneer Plaques as well as the Voyager Golden Record. They show the position of the Sun, relative to 14 pulsars, which are identified by the unique timing of their electromagnetic pulses, so that our position both in space and in time can be calculated by potential extraterrestrial intelligences.[23][24] Because pulsars are emitting very regular pulses of radio waves, its radio transmissions do not require daily corrections. Moreover, pulsar positioning could create a spacecraft navigation system independently, or be an auxiliary device to GPS instruments.[25][26]

 Precise clocks

For some millisecond pulsars, the regularity of pulsation is more precise than an atomic clock.[27] This stability allows millisecond pulsars to be used in establishing ephemeris time[28] or building pulsar clocks.[29]

Timing noise is the name for rotational irregularities observed in all pulsars. This timing noise is observable as random wandering in the pulse frequency or phase.[30] It is unknown whether timing noise is related to pulsar glitches.

 Probes of the interstellar medium

The radiation from pulsars passes through the interstellar medium (ISM) before reaching Earth. Free electrons in the warm (8000 K), ionized component of the ISM and H II regions affect the radiation in two primary ways. The resulting changes to the pulsar's radiation provide an important probe of the ISM itself.[31]

Because of the dispersive nature of the interstellar plasma, lower-frequency radio waves travel through the medium slower than higher-frequency radio waves. The resulting delay in the arrival of pulses at a range of frequencies is directly measurable as the dispersion measure of the pulsar. The dispersion measure is the total column density of free electrons between the observer and the pulsar,


	[image: \mathrm{DM} = \int_0^D n_e(s) ds,]



where [image: D] is the distance from the pulsar to the observer and [image: n_e] is the electron density of the ISM. The dispersion measure is used to construct models of the free electron distribution in the Milky Way Galaxy.[32]

Additionally, turbulence in the interstellar gas causes density inhomogeneities in the ISM which cause scattering of the radio waves from the pulsar. The resulting scintillation of the radio waves—the same effect as the twinkling of a star in visible light due to density variations in the Earth's atmosphere—can be used to reconstruct information about the small scale variations in the ISM.[33] Due to the high velocity (up to several hundred km/s) of many pulsars, a single pulsar scans the ISM rapidly, which results in changing scintillation patterns over timescales of a few minutes.[34]

 Probes of space-time

Pulsars orbiting within the curved space-time around Sgr A*, the supermassive black hole at the center of the Milky Way galaxy, could serve as probes of gravity in the strong-field regime.[35] Arrival times of the pulses would be affected by special- and general-relativistic Doppler shifts and by the complicated paths that the radio waves would travel through the strongly curved space-time around the black hole. In order for the effects of general relativity to be measurable with current instruments, pulsars with orbital periods less than about 10 years would need to be discovered;[35] such pulsars would orbit at distances inside 0.01 pc from Sgr A*. Searches are currently underway; at present, five pulsars are known to lie within 100 pc from Sgr A*.[36]

 Gravitational waves detectors

The European Pulsar Timing Array uses pulsars for search of gravitational waves. The pulses from Millisecond Pulsars (MSPs) are used as a system of Galactic clocks. Disturbances in the clocks will be measurable at Earth. A disturbance from a passing gravitational wave will have a particular signature across the ensemble of pulsars, and will be thus detected.

 Significant pulsars


Pulsars within 300 pc[37]

	PSRJ
	Distance

(pc)
	Age

(Myr)



	J0030+0451
	244
	7,580



	0108−1431
	238
	166



	0437−4715
	156
	1,590



	0633+1746
	156
	0.342



	0659+1414
	290
	0.111



	0835−4510
	290
	0.0113



	0453+0755
	260
	17.5



	1045−4509
	300
	6,710



	1741−2054
	250
	0.387



	1856−3754
	161
	3.76



	2144−3933
	165
	272
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Gamma-ray pulsars detected by the Fermi Gamma-ray Space Telescope.





The pulsars listed here were either the first discovered of its type, or represent an extreme of some type among the known pulsar population, such as having the shortest measured period.


	The first radio pulsar CP 1919 (now known as PSR 1919+21), with a pulse period of 1.337 seconds and a pulse width of 0.04 second, was discovered in 1967.[38]

	The first binary pulsar, PSR 1913+16, whose orbit is decaying at the exact rate predicted due to the emission of gravitational radiation by general relativity

	The first millisecond pulsar, PSR B1937+21

	The brightest millisecond pulsar, PSR J0437-4715

	The first X-ray pulsar, Cen X-3

	The first accreting millisecond X-ray pulsar, SAX J1808.4-3658

	The first pulsar with planets, PSR B1257+12

	The first double pulsar binary system, PSR J0737−3039

	The longest period pulsar, PSR J2144-3933

	The most stable pulsar in period, PSR J0437-4715

	PSR B1931+24 "... appears as a normal pulsar for about a week and then 'switches off' for about one month before emitting pulses again. [..] this pulsar slows down more rapidly when the pulsar is on than when it is off. [.. the] braking mechanism must be related to the radio emission and the processes creating it and the additional slow-down can be explained by the pulsar wind leaving the pulsar's magnetosphere and carrying away rotational energy."[39]

	PSR J1748-2446ad, at 716 Hz, the pulsar with the highest rotation speed.

	PSR J1903+0327, a ~2.15 ms pulsar discovered to be in a highly eccentric binary star system with a sun-like star.[40]

	A pulsar in the CTA 1 supernova remnant (4U 0000+72, in Cassiopeia) was found by the Fermi Gamma-ray Space Telescope to emit pulsations only in gamma ray radiation, the first recorded of its kind.[19]

	PSR J2007+2722, a 40.8-hertz 'recycled' isolated pulsar was the first pulsar found by volunteers on data taken in February 2007 and analyzed by distributed computing project Einstein@Home.[41]

	PSR J1311–3430, the first millisecond pulsar discovered via gamma-ray pulsations and part of a binary system with the shortest orbital period.[42]
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"Lightspeed" redirects here. For other uses, see Speed of light (disambiguation) and Lightspeed (disambiguation).

The speed of light in vacuum, commonly denoted c, is a universal physical constant important in many areas of physics. Its value is 299,792,458 metres per second, a figure that is exact because the length of the metre is defined from this constant and the international standard for time.[1] In imperial units this speed is approximately 186,282 miles per second. According to special relativity, c is the maximum speed at which all energy, matter, and information in the universe can travel. It is the speed at which all massless particles and associated fields (including electromagnetic radiation such as light) travel in vacuum. It is also the speed of gravity (i.e. of gravitational waves) predicted by current theories. Such particles and waves travel at c regardless of the motion of the source or the inertial frame of reference of the observer. In the theory of relativity, c interrelates space and time, and also appears in the famous equation of mass–energy equivalence E = mc2.[2]

The speed at which light propagates through transparent materials, such as glass or air, is less than c. The ratio between c and the speed v at which light travels in a material is called the refractive index n of the material (n = c / v). For example, for visible light the refractive index of glass is typically around 1.5, meaning that light in glass travels at c / 1.5 ≈ 200,000 km/s; the refractive index of air for visible light is about 1.0003, so the speed of light in air is about 90 km/s slower than c.

In most practical cases, light can be thought of as moving "instantaneously", but for long distances and very sensitive measurements the finite speed of light has noticeable effects. For example, in videos of an intense lightning storm on the Earth's surface taken from the International Space Station, the expansion of light wavefronts from individual flashes of lightning is clearly visible, and allows estimates of the speed of light to be made from frame-to-frame analysis of the position of the light wavefront. This is not surprising, since the time for light to propagate completely around the Earth is on the order of 140 milliseconds. This transit time is what causes the Schumann resonance. In communicating with distant space probes, it can take minutes to hours for a message to get from Earth to the spacecraft, or vice versa. The light we see from stars left them many years ago, allowing us to study the history of the universe by looking at distant objects. The finite speed of light also limits the theoretical maximum speed of computers, since information must be sent within the computer from chip to chip. Finally, the speed of light can be used with time of flight measurements to measure large distances to high precision.

Ole Rømer first demonstrated in 1676 that light travelled at a finite speed (as opposed to instantaneously) by studying the apparent motion of Jupiter's moon Io. In 1865, James Clerk Maxwell proposed that light was an electromagnetic wave, and therefore travelled at the speed c appearing in his theory of electromagnetism.[3] In 1905, Albert Einstein postulated that the speed of light with respect to any inertial frame is independent of the motion of the light source,[4] and explored the consequences of that postulate by deriving the special theory of relativity and showing that the parameter c had relevance outside of the context of light and electromagnetism. After centuries of increasingly precise measurements, in 1975 the speed of light was known to be 299,792,458 m/s with a measurement uncertainty of 4 parts per billion. In 1983, the metre was redefined in the International System of Units (SI) as the distance travelled by light in vacuum in 1/299,792,458 of a second. As a result, the numerical value of c in metres per second is now fixed exactly by the definition of the metre.[5]
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 Numerical value, notation, and units

The speed of light in vacuum is usually denoted by c, for "constant" or the Latin celeritas (meaning "swiftness"). (Capital C is the SI unit for coulomb of electric charge.) Originally, the symbol V was used for the speed of light, introduced by James Clerk Maxwell in 1865. In 1856, Wilhelm Eduard Weber and Rudolf Kohlrausch had used c for a different constant later shown to equal √2 times the speed of light in vacuum. In 1894, Paul Drude redefined c with its modern meaning. Einstein used V in his original German-language papers on special relativity in 1905, but in 1907 he switched to c, which by then had become the standard symbol.[6][7]

Sometimes c is used for the speed of waves in any material medium, and c0 for the speed of light in vacuum.[8] This subscripted notation, which is endorsed in official SI literature,[5] has the same form as other related constants: namely, μ0 for the vacuum permeability or magnetic constant, ε0 for the vacuum permittivity or electric constant, and Z0 for the impedance of free space. This article uses c exclusively for the speed of light in vacuum.

In the International System of Units (SI), the metre is defined as the distance light travels in vacuum in 1/299,792,458 of a second. This definition fixes the speed of light in vacuum at exactly 299,792,458 m/s.[9][10][11] As a dimensional physical constant, the numerical value of c is different for different unit systems.[Note 1] In branches of physics in which c appears often, such as in relativity, it is common to use systems of natural units of measurement or the geometrized unit system where c = 1.[13][14] Using these units, c does not appear explicitly because multiplication or division by 1 does not affect the result.

 Fundamental role in physics

See also: Introduction to special relativity, Special relativity, and One-way speed of light

The speed at which light waves propagate in vacuum is independent both of the motion of the wave source and of the inertial frame of reference of the observer.[Note 2] This invariance of the speed of light was postulated by Einstein in 1905,[4] after being motivated by Maxwell's theory of electromagnetism and the lack of evidence for the luminiferous aether;[15] it has since been consistently confirmed by many experiments. It is only possible to verify experimentally that the two-way speed of light (for example, from a source to a mirror and back again) is frame-independent, because it is impossible to measure the one-way speed of light (for example, from a source to a distant detector) without some convention as to how clocks at the source and at the detector should be synchronized. However, by adopting Einstein synchronization for the clocks, the one-way speed of light becomes equal to the two-way speed of light by definition.[14][16] The special theory of relativity explores the consequences of this invariance of c with the assumption that the laws of physics are the same in all inertial frames of reference.[17][18] One consequence is that c is the speed at which all massless particles and waves, including light, must travel in vacuum.


[image: γ starts at 1 when v equals zero and stays nearly constant for small v's, then it sharply curves upwards and has a vertical asymptote, diverging to positive infinity as v approaches c.]
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The Lorentz factor γ as a function of velocity. It starts at 1 and approaches infinity as v approaches c.





Special relativity has many counterintuitive and experimentally verified implications.[19] These include the equivalence of mass and energy (E = mc2), length contraction (moving objects shorten),[Note 3] and time dilation (moving clocks run slower). The factor γ by which lengths contract and times dilate is known as the Lorentz factor and is given by γ = (1 − v2/c2)−1/2, where v is the speed of the object. The difference of γ from 1 is negligible for speeds much slower than c, such as most everyday speeds—in which case special relativity is closely approximated by Galilean relativity—but it increases at relativistic speeds and diverges to infinity as v approaches c.

The results of special relativity can be summarized by treating space and time as a unified structure known as spacetime (with c relating the units of space and time), and requiring that physical theories satisfy a special symmetry called Lorentz invariance, whose mathematical formulation contains the parameter c.[22] Lorentz invariance is an almost universal assumption for modern physical theories, such as quantum electrodynamics, quantum chromodynamics, the Standard Model of particle physics, and general relativity. As such, the parameter c is ubiquitous in modern physics, appearing in many contexts that are unrelated to light. For example, general relativity predicts that c is also the speed of gravity and of gravitational waves.[23][24] In non-inertial frames of reference (gravitationally curved space or accelerated reference frames), the local speed of light is constant and equal to c, but the speed of light along a trajectory of finite length can differ from c, depending on how distances and times are defined.[25]

It is generally assumed that fundamental constants such as c have the same value throughout spacetime, meaning that they do not depend on location and do not vary with time. However, it has been suggested in various theories that the speed of light may have changed over time.[26][27] No conclusive evidence for such changes has been found, but they remain the subject of ongoing research.[28][29]

It also is generally assumed that the speed of light is isotropic, meaning that it has the same value regardless of the direction in which it is measured. Observations of the emissions from nuclear energy levels as a function of the orientation of the emitting nuclei in a magnetic field (see Hughes–Drever experiment), and of rotating optical resonators (see Resonator experiments) have put stringent limits on the possible two-way anisotropy.[30][31]

 Upper limit on speeds

According to special relativity, the energy of an object with rest mass m and speed v is given by γmc2, where γ is the Lorentz factor defined above. When v is zero, γ is equal to one, giving rise to the famous E = mc2 formula for mass-energy equivalence. The γ factor approaches infinity as v approaches c, and it would take an infinite amount of energy to accelerate an object with mass to the speed of light. The speed of light is the upper limit for the speeds of objects with positive rest mass. This is experimentally established in many tests of relativistic energy and momentum.[32]


[image: Three pairs of coordinate axes are depicted with the same origin A; in the green frame, the x axis is horizontal and the ct axis is vertical; in the red frame, the x′ axis is slightly skewed upwards, and the ct′ axis slightly skewed rightwards, relative to the green axes; in the blue frame, the x′′ axis is somewhat skewed downwards, and the ct′′ axis somewhat skewed leftwards, relative to the green axes. A point B on the green x axis, to the left of A, has zero ct, positive ct′, and negative ct′′.]
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Event A precedes B in the red frame, is simultaneous with B in the green frame, and follows B in the blue frame.





More generally, it is normally impossible for information or energy to travel faster than c. One argument for this follows from the counter-intuitive implication of special relativity known as the relativity of simultaneity. If the spatial distance between two events A and B is greater than the time interval between them multiplied by c then there are frames of reference in which A precedes B, others in which B precedes A, and others in which they are simultaneous. As a result, if something were travelling faster than c relative to an inertial frame of reference, it would be travelling backwards in time relative to another frame, and causality would be violated.[Note 4][34] In such a frame of reference, an "effect" could be observed before its "cause". Such a violation of causality has never been recorded,[16] and would lead to paradoxes such as the tachyonic antitelephone.[35]

 Faster-than-light observations and experiments

Main article: Faster-than-light

There are situations in which it may seem that matter, energy, or information travels at speeds greater than c, but they do not. For example, as is discussed in the propagation of light in a medium section below, many wave velocities can exceed c. For example, the phase velocity of X-rays through most glasses can routinely exceed c,[36] but such waves do not convey any information.[37]

If a laser beam is swept quickly across a distant object, the spot of light can move faster than c, although the initial movement of the spot is delayed because of the time it takes light to get to the distant object at the speed c. However, the only physical entities that are moving are the laser and its emitted light, which travels at the speed c from the laser to the various positions of the spot. Similarly, a shadow projected onto a distant object can be made to move faster than c, after a delay in time.[38] In neither case does any matter, energy, or information travel faster than light.[39]

The rate of change in the distance between two objects in a frame of reference with respect to which both are moving (their closing speed) may have a value in excess of c. However, this does not represent the speed of any single object as measured in a single inertial frame.[39]

Certain quantum effects appear to be transmitted instantaneously and therefore faster than c, as in the EPR paradox. An example involves the quantum states of two particles that can be entangled. Until either of the particles is observed, they exist in a superposition of two quantum states. If the particles are separated and one particle's quantum state is observed, the other particle's quantum state is determined instantaneously (i.e., faster than light could travel from one particle to the other). However, it is impossible to control which quantum state the first particle will take on when it is observed, so information cannot be transmitted in this manner.[39][40]

Another quantum effect that predicts the occurrence of faster-than-light speeds is called the Hartman effect; under certain conditions the time needed for a virtual particle to tunnel through a barrier is constant, regardless of the thickness of the barrier.[41][42] This could result in a virtual particle crossing a large gap faster-than-light. However, no information can be sent using this effect.[43]

So-called superluminal motion is seen in certain astronomical objects,[44] such as the relativistic jets of radio galaxies and quasars. However, these jets are not moving at speeds in excess of the speed of light: the apparent superluminal motion is a projection effect caused by objects moving near the speed of light and approaching Earth at a small angle to the line of sight: since the light which was emitted when the jet was farther away took longer to reach the Earth, the time between two successive observations corresponds to a longer time between the instants at which the light rays were emitted.[45]

In models of the expanding universe, the farther galaxies are from each other, the faster they drift apart. This receding is not due to motion through space, but rather to the expansion of space itself.[39] For example, galaxies far away from Earth appear to be moving away from the Earth with a speed proportional to their distances. Beyond a boundary called the Hubble sphere, the rate at which their distance from Earth increases becomes greater than the speed of light.[46]

In September 2011, physicists working on the OPERA experiment published results that suggested beams of neutrinos had travelled from CERN (in Geneva, Switzerland) to LNGS (at the Gran Sasso, Italy) faster than the speed of light.[47] These findings, sometimes referred to as the faster-than-light neutrino anomaly, were subsequently determined—subject to further confirmation—to be the result of a measurement error.[48]

 Propagation of light

In classical physics, light is described as a type of electromagnetic wave. The classical behaviour of the electromagnetic field is described by Maxwell's equations, which predict that the speed c with which electromagnetic waves (such as light) propagate through the vacuum is related to the electric constant ε0 and the magnetic constant μ0 by the equation c = 1/√ε0μ0.[49] In modern quantum physics, the electromagnetic field is described by the theory of quantum electrodynamics (QED). In this theory, light is described by the fundamental excitations (or quanta) of the electromagnetic field, called photons. In QED, photons are massless particles and thus, according to special relativity, they travel at the speed of light in vacuum.

Extensions of QED in which the photon has a mass have been considered. In such a theory, its speed would depend on its frequency, and the invariant speed c of special relativity would then be the upper limit of the speed of light in vacuum.[25] No variation of the speed of light with frequency has been observed in rigorous testing,[50][51][52] putting stringent limits on the mass of the photon. The limit obtained depends on the model used: if the massive photon is described by Proca theory,[53] the experimental upper bound for its mass is about 10−57 grams;[54] if photon mass is generated by a Higgs mechanism, the experimental upper limit is less sharp, m ≤ 10−14 eV/c2 [53] (roughly 2 × 10−47 g).

Another reason for the speed of light to vary with its frequency would be the failure of special relativity to apply to arbitrarily small scales, as predicted by some proposed theories of quantum gravity. In 2009, the observation of the spectrum of gamma-ray burst GRB 090510 did not find any difference in the speeds of photons of different energies, confirming that Lorentz invariance is verified at least down to the scale of the Planck length (lP = √ħG/c3 ≈ 1.6163×10−35 m) divided by 1.2.[55]

 In a medium

See also: Refractive index

In a medium, light usually does not propagate at a speed equal to c; further, different types of light wave will travel at different speeds. The speed at which the individual crests and troughs of a plane wave (a wave filling the whole space, with only one frequency) propagate is called the phase velocity vp. An actual physical signal with a finite extent (a pulse of light) travels at a different speed. The largest part of the pulse travels at the group velocity vg, and its earliest part travels at the front velocity vf.


[image: A modulated wave moves from left to right. There are three points marked with a dot: A blue dot at a node of the carrier wave, a green dot at the maximum of the envelope, and a red dot at the front of the envelope.]
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The blue dot moves at the speed of the ripples, the phase velocity; the green dot moves with the speed of the envelope, the group velocity; and the red dot moves with the speed of the foremost part of the pulse, the front velocity





The phase velocity is important in determining how a light wave travels through a material or from one material to another. It is often represented in terms of a refractive index. The refractive index of a material is defined as the ratio of c to the phase velocity vp in the material: larger indices of refraction indicate lower speeds. The refractive index of a material may depend on the light's frequency, intensity, polarization, or direction of propagation; in many cases, though, it can be treated as a material-dependent constant. The refractive index of air is approximately 1.0003.[56] Denser media, such as water,[57] glass,[58] and diamond,[59] have refractive indexes of around 1.3, 1.5 and 2.4, respectively, for visible light. In exotic materials like Bose–Einstein condensates near absolute zero, the effective speed of light may be only a few meters per second. However, this represents absorption and re-radiation delay between atoms, as do all slower-than-c speeds in material substances. As an extreme example of this, light "slowing" in matter, two independent teams of physicists claimed to bring light to a "complete standstill" by passing it through a Bose–Einstein Condensate of the element rubidium, one team at Harvard University and the Rowland Institute for Science in Cambridge, Mass., and the other at the Harvard–Smithsonian Center for Astrophysics, also in Cambridge. However, the popular description of light being "stopped" in these experiments refers only to light being stored in the excited states of atoms, then re-emitted at an arbitrarily later time, as stimulated by a second laser pulse. During the time it had "stopped," it had ceased to be light. This type of behaviour is generally microscopically true of all transparent media which "slow" the speed of light.[60]

In transparent materials, the refractive index generally is greater than 1, meaning that the phase velocity is less than c. In other materials, it is possible for the refractive index to become smaller than 1 for some frequencies; in some exotic materials it is even possible for the index of refraction to become negative.[61] The requirement that causality is not violated implies that the real and imaginary parts of the dielectric constant of any material, corresponding respectively to the index of refraction and to the attenuation coefficient, are linked by the Kramers–Kronig relations.[62] In practical terms, this means that in a material with refractive index less than 1, the absorption of the wave is so quick that no signal can be sent faster than c.

A pulse with different group and phase velocities (which occurs if the phase velocity is not the same for all the frequencies of the pulse) smears out over time, a process known as dispersion. Certain materials have an exceptionally low (or even zero) group velocity for light waves, a phenomenon called slow light, which has been confirmed in various experiments.[63][64][65][66] The opposite, group velocities exceeding c, has also been shown in experiment.[67] It should even be possible for the group velocity to become infinite or negative, with pulses travelling instantaneously or backwards in time.[68]

None of these options, however, allow information to be transmitted faster than c. It is impossible to transmit information with a light pulse any faster than the speed of the earliest part of the pulse (the front velocity). It can be shown that this is (under certain assumptions) always equal to c.[68]


It is possible for a particle to travel through a medium faster than the phase velocity of light in that medium (but still slower than c). When a charged particle does that in a dielectric material, the electromagnetic equivalent of a shock wave, known as Cherenkov radiation, is emitted.[69]

 Practical effects of finiteness

The speed of light is of relevance to communications: the one-way and round-trip delay time are greater than zero. This applies from small to astronomical scales. On the other hand, some techniques depend on the finite speed of light, for example in distance measurements.

 Small scales

In supercomputers, the speed of light imposes a limit on how quickly data can be sent between processors. If a processor operates at 1 gigahertz, a signal can only travel a maximum of about 30 centimetres (1 ft) in a single cycle. Processors must therefore be placed close to each other to minimize communication latencies; this can cause difficulty with cooling. If clock frequencies continue to increase, the speed of light will eventually become a limiting factor for the internal design of single chips.[70]

 Large distances on Earth

For example, given the equatorial circumference of the Earth is about 40,075 km and c about 300,000 km/s, the theoretical shortest time for a piece of information to travel half the globe along the surface is about 67 milliseconds. When light is travelling around the globe in an optical fibre, the actual transit time is longer, in part because the speed of light is slower by about 35% in an optical fibre, depending on its refractive index n.[71] Furthermore, straight lines rarely occur in global communications situations, and delays are created when the signal passes through an electronic switch or signal regenerator.[72]

 Spaceflights and astronomy


[image: The diameter of the moon is about one quarter of that of Earth, and their distance is about thirty times the diameter of Earth. A beam of light starts from the Earth and reaches the Moon in about a second and a quarter.]
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A beam of light is depicted travelling between the Earth and the Moon in the time it takes a light pulse to move between them: 1.255 seconds at their mean orbital (surface-to-surface) distance. The relative sizes and separation of the Earth–Moon system are shown to scale.





Similarly, communications between the Earth and spacecraft are not instantaneous. There is a brief delay from the source to the receiver, which becomes more noticeable as distances increase. This delay was significant for communications between ground control and Apollo 8 when it became the first manned spacecraft to orbit the Moon: for every question, the ground control station had to wait at least three seconds for the answer to arrive.[73] The communications delay between Earth and Mars can vary between five and twenty minutes depending upon the relative positions of the two planets. As a consequence of this, if a robot on the surface of Mars were to encounter a problem, its human controllers would not be aware of it until at least five minutes later, and possibly up to twenty minutes later; it would then take a further five to twenty minutes for instructions to travel from Earth to Mars.

NASA must wait several hours for information from a probe orbiting Jupiter, and if it needs to correct a navigation error, the fix will not arrive at the spacecraft for an equal amount of time, creating a risk of the correction not arriving in time.

Receiving light and other signals from distant astronomical sources can even take much longer. For example, it has taken 13 billion (13×109) years for light to travel to Earth from the faraway galaxies viewed in the Hubble Ultra Deep Field images.[74][75] Those photographs, taken today, capture images of the galaxies as they appeared 13 billion years ago, when the universe was less than a billion years old.[74] The fact that more distant objects appear to be younger, due to the finite speed of light, allows astronomers to infer the evolution of stars, of galaxies, and of the universe itself.

Astronomical distances are sometimes expressed in light-years, especially in popular science publications and media.[76] A light-year is the distance light travels in one year, around 9461 billion kilometres, 5879 billion miles, or 0.3066 parsecs. In round figures, a light year is nearly 10 trillion kilometres or nearly 6 trillion miles. Proxima Centauri, the closest star to Earth after the Sun, is around 4.2 light-years away.[77]

 Distance measurement

Radar systems measure the distance to a target by the time it takes a radio-wave pulse to return to the radar antenna after being reflected by the target: the distance to the target is half the round-trip transit time multiplied by the speed of light. A Global Positioning System (GPS) receiver measures its distance to GPS satellites based on how long it takes for a radio signal to arrive from each satellite, and from these distances calculates the receiver's position. Because light travels about 300,000 kilometres (186,000 miles) in one second, these measurements of small fractions of a second must be very precise. The Lunar Laser Ranging Experiment, radar astronomy and the Deep Space Network determine distances to the Moon,[78] planets[79] and spacecraft,[80] respectively, by measuring round-trip transit times.

 Measurement

There are different ways to determine the value of c. One way is to measure the actual speed at which light waves propagate, which can be done in various astronomical and earth-based setups. However, it is also possible to determine c from other physical laws where it appears, for example, by determining the values of the electromagnetic constants ε0 and μ0 and using their relation to c. Historically, the most accurate results have been obtained by separately determining the frequency and wavelength of a light beam, with their product equalling c.

In 1983 the metre was defined as "the length of the path travelled by light in vacuum during a time interval of 1⁄299,792,458 of a second",[81] fixing the value of the speed of light at 299,792,458 m/s by definition, as described below. Consequently, accurate measurements of the speed of light yield an accurate realization of the metre rather than an accurate value of c.

 Astronomical measurements

Outer space is a natural setting for measuring the speed of light because of its large scale and nearly perfect vacuum. Typically, one measures the time needed for light to traverse some reference distance in the solar system, such as the radius of the Earth's orbit. Historically, such measurements could be made fairly accurately, compared to how accurately the length of the reference distance is known in Earth-based units. It is customary to express the results in astronomical units (AU) per day. An astronomical unit is approximately the average distance between the Earth and Sun; it is not based on the International System of Units.[Note 5] Because the AU determines an actual length, and is not based upon time-of-flight like the SI units, modern measurements of the speed of light in astronomical units per day can be compared with the defined value of c in the International System of Units.

Ole Christensen Rømer used an astronomical measurement to make the first quantitative estimate of the speed of light.[84][85] When measured from Earth, the periods of moons orbiting a distant planet are shorter when the Earth is approaching the planet than when the Earth is receding from it. The distance travelled by light from the planet (or its moon) to Earth is shorter when the Earth is at the point in its orbit that is closest to its planet than when the Earth is at the farthest point in its orbit, the difference in distance being the diameter of the Earth's orbit around the Sun. The observed change in the moon's orbital period is actually the difference in the time it takes light to traverse the shorter or longer distance. Rømer observed this effect for Jupiter's innermost moon Io and deduced that light takes 22 minutes to cross the diameter of the Earth's orbit.


[image: A star emits a light ray which hits the objective of a telescope. While the light travels down the telescope to its eyepiece, the telescope moves to the right. For the light to stay inside the telescope, the telescope must be tilted to the right, causing the distant source to appear at a different location to the right.]
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Aberration of light: light from a distant source appears to be from a different location for a moving telescope due to the finite speed of light.





Another method is to use the aberration of light, discovered and explained by James Bradley in the 18th century.[86] This effect results from the vector addition of the velocity of light arriving from a distant source (such as a star) and the velocity of its observer (see diagram on the right). A moving observer thus sees the light coming from a slightly different direction and consequently sees the source at a position shifted from its original position. Since the direction of the Earth's velocity changes continuously as the Earth orbits the Sun, this effect causes the apparent position of stars to move around. From the angular difference in the position of stars (maximally 20.5 arcseconds)[87] it is possible to express the speed of light in terms of the Earth's velocity around the Sun, which with the known length of a year can be easily converted to the time needed to travel from the Sun to the Earth. In 1729, Bradley used this method to derive that light travelled 10,210 times faster than the Earth in its orbit (the modern figure is 10,066 times faster) or, equivalently, that it would take light 8 minutes 12 seconds to travel from the Sun to the Earth.[86]

Nowadays, the "light time for unit distance"—the inverse of c, expressed in seconds per astronomical unit—is measured by comparing the time for radio signals to reach different spacecraft in the Solar System, with their position calculated from the gravitational effects of the Sun and various planets. By combining many such measurements, a best fit value for the light time per unit distance is obtained. As of 2009[update], the best estimate, as approved by the International Astronomical Union (IAU), is:[88][89]


	light time for unit distance: 499.004783836(10) s

	c = 0.00200398880410(4) AU/s = 173.144632674(3) AU/day.



The relative uncertainty in these measurements is 0.02 parts per billion (2×10−11), equivalent to the uncertainty in Earth-based measurements of length by interferometry.[90][Note 6] Since the metre is defined to be the length travelled by light in a certain time interval, the measurement of the light time for unit distance can also be interpreted as measuring the length of an AU in metres.[Note 7]

 Time of flight techniques

A method of measuring the speed of light is to measure the time needed for light to travel to a mirror at a known distance and back. This is the working principle behind the Fizeau–Foucault apparatus developed by Hippolyte Fizeau and Léon Foucault.


[image: A light ray passes horizontally through a half-mirror and a rotating cog wheel, is reflected back by a mirror, passes through the cog wheel, and is reflected by the half-mirror into a monocular.]
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Diagram of the Fizeau apparatus





The setup as used by Fizeau consists of a beam of light directed at a mirror 8 kilometres (5 mi) away. On the way from the source to the mirror, the beam passes through a rotating cogwheel. At a certain rate of rotation, the beam passes through one gap on the way out and another on the way back, but at slightly higher or lower rates, the beam strikes a tooth and does not pass through the wheel. Knowing the distance between the wheel and the mirror, the number of teeth on the wheel, and the rate of rotation, the speed of light can be calculated.[91]

The method of Foucault replaces the cogwheel by a rotating mirror. Because the mirror keeps rotating while the light travels to the distant mirror and back, the light is reflected from the rotating mirror at a different angle on its way out than it is on its way back. From this difference in angle, the known speed of rotation and the distance to the distant mirror the speed of light may be calculated.[92]

Nowadays, using oscilloscopes with time resolutions of less than one nanosecond, the speed of light can be directly measured by timing the delay of a light pulse from a laser or an LED reflected from a mirror. This method is less precise (with errors of the order of 1%) than other modern techniques, but it is sometimes used as a laboratory experiment in college physics classes.[93][94][95]






 Electromagnetic constants

An option for deriving c that does not directly depend on a measurement of the propagation of electromagnetic waves is to use the relation between c and the vacuum permittivity ε0 and vacuum permeability μ0 established by Maxwell's theory: c2 = 1/(ε0μ0). The vacuum permittivity may be determined by measuring the capacitance and dimensions of a capacitor, whereas the value of the vacuum permeability is fixed at exactly 4π×10−7 H·m−1 through the definition of the ampere. Rosa and Dorsey used this method in 1907 to find a value of 299,710±22 km/s.[96][97]

 Cavity resonance


[image: A box with three waves in it; there are one and a half wavelength of the top wave, one of the middle one, and a half of the bottom one.]
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Electromagnetic standing waves in a cavity.





Another way to measure the speed of light is to independently measure the frequency f and wavelength λ of an electromagnetic wave in vacuum. The value of c can then be found by using the relation c = fλ. One option is to measure the resonance frequency of a cavity resonator. If the dimensions of the resonance cavity are also known, these can be used determine the wavelength of the wave. In 1946, Louis Essen and A.C. Gordon-Smith establish the frequency for a variety of normal modes of microwaves of a microwave cavity of precisely known dimensions. The dimensions were established to an accuracy of about ±0.8 μm using gauges calibrated by interferometry.[96] As the wavelength of the modes was known from the geometry of the cavity and from electromagnetic theory, knowledge of the associated frequencies enabled a calculation of the speed of light.[96][98]

The Essen–Gordon-Smith result, 299,792±9 km/s, was substantially more precise than those found by optical techniques.[96] By 1950, repeated measurements by Essen established a result of 299,792.5±3.0 km/s.[99]

A household demonstration of this technique is possible, using a microwave oven and food such as marshmallows or margarine: if the turntable is removed so that the food does not move, it will cook the fastest at the antinodes (the points at which the wave amplitude is the greatest), where it will begin to melt. The distance between two such spots is half the wavelength of the microwaves; by measuring this distance and multiplying the wavelength by the microwave frequency (usually displayed on the back of the oven, typically 2450 MHz), the value of c can be calculated, "often with less than 5% error".[100][101]

 Interferometry


[image: Schematic of the working of a Michelson interferometer.]
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An interferometric determination of length. Left: constructive interference; Right: destructive interference.





Interferometry is another method to find the wavelength of electromagnetic radiation for determining the speed of light.[102] A coherent beam of light (e.g. from a laser), with a known frequency (f), is split to follow two paths and then recombined. By adjusting the path length while observing the interference pattern and carefully measuring the change in path length, the wavelength of the light (λ) can be determined. The speed of light is then calculated using the equation c = λf.

Before the advent of laser technology, coherent radio sources were used for interferometry measurements of the speed of light.[103] However interferometric determination of wavelength becomes less precise with wavelength and the experiments were thus limited in precision by the long wavelength (~0.4 cm) of the radiowaves. The precision can be improved by using light with a shorter wavelength, but then it becomes difficult to directly measure the frequency of the light. One way around this problem is to start with a low frequency signal of which the frequency can be precisely measured, and from this signal progressively synthesize higher frequency signals whose frequency can then be linked to the original signal. A laser can then be locked to the frequency, and its wavelength can be determined using interferometry.[104] This technique was due to a group at the National Bureau of Standards (NBS) (which later became NIST). They used it in 1972 to measure the speed of light in vacuum with a fractional uncertainty of 3.5×10−9.[104][105]

 History


History of measurements of c (in km/s)

	1675
	Rømer and Huygens, moons of Jupiter
	220,000[85][106]



	1729
	James Bradley, aberration of light
	301,000[91]



	1849
	Hippolyte Fizeau, toothed wheel
	315,000[91]



	1862
	Léon Foucault, rotating mirror
	298,000±500[91]



	1907
	Rosa and Dorsey, EM constants
	299,710±30[96][97]



	1926
	Albert Michelson, rotating mirror
	299,796±4[107]



	1950
	Essen and Gordon-Smith, cavity resonator
	299,792.5±3.0[99]



	1958
	K.D. Froome, radio interferometry
	299,792.50±0.10[103]



	1972
	Evenson et al., laser interferometry
	299,792.4562±0.0011[105]



	1983
	17th CGPM, definition of the metre
	299,792.458 (exact)[81]




Until the early modern period, it was not known whether light travelled instantaneously or at a very fast finite speed. The first extant recorded examination of this subject was in ancient Greece. The ancient Greeks, Muslim scholars and classical European scientists long debated this until Rømer provided the first calculation of the speed of light. Einstein's Theory of Special Relativity concluded that the speed of light is constant regardless of one's frame of reference. Since then, scientists have provided increasingly accurate measurements.

 Early history

Empedocles was the first to claim that light has a finite speed.[108] He maintained that light was something in motion, and therefore must take some time to travel. Aristotle argued, to the contrary, that "light is due to the presence of something, but it is not a movement".[109] Euclid and Ptolemy advanced the emission theory of vision, where light is emitted from the eye, thus enabling sight. Based on that theory, Heron of Alexandria argued that the speed of light must be infinite because distant objects such as stars appear immediately upon opening the eyes.

Early Islamic philosophers initially agreed with the Aristotelian view that light had no speed of travel. In 1021, Alhazen (Ibn al-Haytham) published the Book of Optics, in which he presented a series of arguments dismissing the emission theory in favour of the now accepted intromission theory of vision, in which light moves from an object into the eye.[110] This led Alhazen to propose that light must have a finite speed,[109][111][112] and that the speed of light is variable, decreasing in denser bodies.[112][113] He argued that light is substantial matter, the propagation of which requires time, even if this is hidden from our senses.[114] Also in the 11th century, Abū Rayhān al-Bīrūnī agreed that light has a finite speed, and observed that the speed of light is much faster than the speed of sound.[115]

In the 13th century, Roger Bacon argued that the speed of light in air was not infinite, using philosophical arguments backed by the writing of Alhazen and Aristotle.[116][117] In the 1270s, Witelo considered the possibility of light travelling at infinite speed in vacuum, but slowing down in denser bodies.[118]

In the early 17th century, Johannes Kepler believed that the speed of light was infinite, since empty space presents no obstacle to it. René Descartes argued that if the speed of light were finite, the Sun, Earth, and Moon would be noticeably out of alignment during a lunar eclipse. Since such misalignment had not been observed, Descartes concluded the speed of light was infinite. Descartes speculated that if the speed of light were found to be finite, his whole system of philosophy might be demolished.[109]

 First measurement attempts

In 1629, Isaac Beeckman proposed an experiment in which a person observes the flash of a cannon reflecting off a mirror about one mile (1.6 km) away. In 1638, Galileo Galilei proposed an experiment, with an apparent claim to having performed it some years earlier, to measure the speed of light by observing the delay between uncovering a lantern and its perception some distance away. He was unable to distinguish whether light travel was instantaneous or not, but concluded that if it were not, it must nevertheless be extraordinarily rapid.[119][120] Galileo's experiment was carried out by the Accademia del Cimento of Florence, Italy, in 1667, with the lanterns separated by about one mile, but no delay was observed. The actual delay in this experiment would have been about 11 microseconds.
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Rømer's observations of the occultations of Io from Earth





The first quantitative estimate of the speed of light was made in 1676 by Rømer (see Rømer's determination of the speed of light).[84][85] From the observation that the periods of Jupiter's innermost moon Io appeared to be shorter when the Earth was approaching Jupiter than when receding from it, he concluded that light travels at a finite speed, and estimated that it takes light 22 minutes to cross the diameter of Earth's orbit. Christiaan Huygens combined this estimate with an estimate for the diameter of the Earth's orbit to obtain an estimate of speed of light of 220,000 km/s, 26% lower than the actual value.[106]

In his 1704 book Opticks, Isaac Newton reported Rømer's calculations of the finite speed of light and gave a value of "seven or eight minutes" for the time taken for light to travel from the Sun to the Earth (the modern value is 8 minutes 19 seconds).[121] Newton queried whether Rømer's eclipse shadows were coloured; hearing that they were not, he concluded the different colours travelled at the same speed. In 1729, James Bradley discovered the aberration of light.[86] From this effect he determined that light must travel 10,210 times faster than the Earth in its orbit (the modern figure is 10,066 times faster) or, equivalently, that it would take light 8 minutes 12 seconds to travel from the Sun to the Earth.[86]

 Connections with electromagnetism

See also: History of electromagnetic theory and History of special relativity

In the 19th century Hippolyte Fizeau developed a method to determine the speed of light based on time-of-flight measurements on Earth and reported a value of 315,000 km/s. His method was improved upon by Léon Foucault who obtained a value of 298,000 km/s in 1862.[91] In the year 1856, Wilhelm Eduard Weber and Rudolf Kohlrausch measured the ratio of the electromagnetic and electrostatic units of charge, 1/√ε0μ0, by discharging a Leyden jar, and found that its numerical value was very close to the speed of light as measured directly by Fizeau. The following year Gustav Kirchhoff calculated that an electric signal in a resistanceless wire travels along the wire at this speed.[122] In the early 1860s, Maxwell showed that according to the theory of electromagnetism which he was working on, that electromagnetic waves propagate in empty space[123][124][125] at a speed equal to the above Weber/Kohrausch ratio, and drawing attention to the numerical proximity of this value to the speed of light as measured by Fizeau, he proposed that light is in fact an electromagnetic wave.[126]

 "Luminiferous aether"
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Hendrik Lorentz with Albert Einstein.





It was thought at the time that empty space was filled with a background medium called the luminiferous aether in which the electromagnetic field existed. Some physicists thought that this aether acted as a preferred frame of reference for the propagation of light and therefore it should be possible to measure the motion of the Earth with respect to this medium, by measuring the isotropy of the speed of light. Beginning in the 1880s several experiments were performed to try to detect this motion, the most famous of which is the experiment performed by Albert Michelson and Edward Morley in 1887.[127] The detected motion was always less than the observational error. Modern experiments indicate that the two-way speed of light is isotropic (the same in every direction) to within 6 nanometres per second.[128] Because of this experiment Hendrik Lorentz proposed that the motion of the apparatus through the aether may cause the apparatus to contract along its length in the direction of motion, and he further assumed, that the time variable for moving systems must also be changed accordingly ("local time"), which led to the formulation of the Lorentz transformation. Based on Lorentz's aether theory, Henri Poincaré (1900) showed that this local time (to first order in v/c) is indicated by clocks moving in the aether, which are synchronized under the assumption of constant light speed. In 1904, he speculated that the speed of light could be a limiting velocity in dynamics, provided that the assumptions of Lorentz's theory are all confirmed. In 1905, Poincaré brought Lorentz's aether theory into full observational agreement with the principle of relativity.[129][130]

 Special relativity

In 1905 Einstein postulated from the outset that the speed of light in vacuum, measured by a non-accelerating observer, is independent of the motion of the source or observer. Using this and the principle of relativity as a basis he derived the special theory of relativity, in which the speed of light in vacuum c featured as a fundamental constant, also appearing in contexts unrelated to light. This made the concept of the stationary aether (to which Lorentz and Poincaré still adhered) useless and revolutionized the concepts of space and time.[131][132]

 Increased accuracy of c and redefinition of the metre

See also: History of the metre

In the second half of the 20th century much progress was made in increasing the accuracy of measurements of the speed of light, first by cavity resonance techniques and later by laser interferometer techniques. In 1972, using the latter method and the 1960 definition of the metre in terms of a particular spectral line of krypton-86, a group at NBS in Boulder, Colorado determined the speed of light in vacuum to be c = 299,792,456.2±1.1 m/s. This was 100 times less uncertain than the previously accepted value. The remaining uncertainty was mainly related to the definition of the metre.[Note 8][105] Since similar experiments found comparable results for c, the 15th Conférence Générale des Poids et Mesures (CGPM) in 1975 recommended using the value 299,792,458 m/s for the speed of light.[135]

In 1983 the 17th CGPM redefined the metre thus, "The metre is the length of the path travelled by light in vacuum during a time interval of 1/299 792 458 of a second."[81] As a result of this definition, the value of the speed of light in vacuum is exactly 299,792,458 m/s[136][137] and has become a defined constant in the SI system of units.[11] Improved experimental techniques do not affect the value of the speed of light in SI units, but instead allow for a more precise realization of the metre.[138][139]

 See also


	Light-second



 Notes



	^ The speed of light in imperial units and US units is based on an inch of exactly 2.54 cm and is exactly 186,282 miles, 698 yards, 2 feet, and 5 21/127 inches per second.[12]

	^ However, the frequency of light can depend on the motion of the source relative to the observer, due to the Doppler effect.

	^ Whereas moving objects are measured to be shorter along the line of relative motion, they are also seen as being rotated. This effect, known as Terrell rotation, is due to the different times that light from different parts of the object takes to reach the observer.[20][21]

	^ It is thought that the Scharnhorst effect does allow signals to travel slightly faster than c, but the special conditions in which this effect can occur prevent one from using this effect to violate causality.[33]

	^ The astronomical unit is defined as the radius of an unperturbed circular Newtonian orbit about the Sun of a particle having infinitesimal mass, moving with an angular frequency of 0.01720209895 radians (approximately 1⁄365.256898 of a revolution) per day.[82] It may be noted that the astronomical unit increases at a rate of about (15 ± 4) cm/yr, probably due to the changing mass of the Sun.[83] This unit has the advantage that the gravitational constant multiplied by the Sun's mass has a fixed, exact value in cubic astronomical units per day squared.

	^ The value of the speed of light in astronomical units has a measurement uncertainty, unlike the value in SI units, because of the different definitions of the unit of length.

	^ Nevertheless, at this degree of precision, the effects of general relativity must be taken into consideration when interpreting the length. The metre is considered to be a unit of proper length, whereas the AU is usually used as a unit of observed length in a given frame of reference. The values cited here follow the latter convention, and are TDB-compatible.[89]

	^ Since 1960 the metre was defined as: "The metre is the length equal to 1,650,763.73 wavelengths in vacuum of the radiation corresponding to the transition between the levels 2p10 and 5d5 of the krypton 86 atom."[133] It was later discovered that this spectral line was not symmetric, which put a limit on the precision with which the definition could be realized in interferometry experiments.[134]
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A flare star is a variable star that can undergo unpredictable dramatic increases in brightness for a few minutes. It is believed that the flares on flare stars are analogous to solar flares in that they are due to magnetic reconnection in the atmospheres of the stars. The brightness increase is across the spectrum, from X rays to radio waves. The first known flare stars (V1396 Cygni and AT Microscopii) were discovered in 1924. However, the best-known flare star is UV Ceti, discovered in 1948. Today similar flare stars are classified as UV Ceti type variable stars (using the abbreviation UV) in variable star catalogs such as the General Catalogue of Variable Stars. Flares can happen once every few days, [1][dubious – discuss] or, as in the case of Barnard's Star, much less frequently.

Most flare stars are dim red dwarfs, although recent research indicates that less massive brown dwarfs might also be capable of flaring.[citation needed] The more massive RS Canum Venaticorum variables (RS CVn) are also known to flare, but it is understood that these flares are induced by a companion star in a binary system which causes the magnetic field to become tangled. Additionally, nine stars similar to the Sun have also been seen to undergo flare events.[2] It has been proposed that the mechanism for this is similar to that of the RS CVn variables in that the flares are being induced by a companion, namely an unseen Jupiter-like planet in a close orbit.[3]
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 Nearby flare stars

Flare stars are intrinsically faint, but have been found to distances of 1,000 light years from Earth.[4]

 Proxima Centauri

The Sun's nearest stellar neighbor Proxima Centauri is a flare star that undergoes random increases in brightness because of magnetic activity.[5] The star's magnetic field is created by convection throughout the stellar body, and the resulting flare activity generates a total X-ray emission similar to that produced by the Sun.[6]

 Wolf 359

The flare star Wolf 359 is another near neighbor (2.39 ± 0.01 parsecs). Wolf 359, also known as Gliese 406 and CN Leo, is a red dwarf of spectral class M6.5 that emits X-rays.[7] It is a UV Ceti flare star,[8] and has a relatively high flare rate.

The mean magnetic field has a strength of about 2.2 kG (0.2 T), but this varies significantly on time scales as short as six hours.[9] By comparison, the magnetic field of the Sun averages 1 G (100 µT), although it can rise as high as 3 kG (0.3 T) in active sunspot regions.[10]

 Barnard's Star

Barnard's Star, the second nearest star system, is also suspected of being a flare star.[citation needed]

 TVLM513-46546

A very low mass flare star is TVLM513-46546, slightly heavier than the lower limit for red dwarfs.

 See also


	Solar flare

	Superflare

	Variable star
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In physics, black hole thermodynamics is the area of study that seeks to reconcile the laws of thermodynamics with the existence of black hole event horizons. Much as the study of the statistical mechanics of black body radiation led to the advent of the theory of quantum mechanics, the effort to understand the statistical mechanics of black holes has had a deep impact upon the understanding of quantum gravity, leading to the formulation of the holographic principle.[1]
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An artist depiction of two black holes merging, a process in which the laws of thermodynamics are upheld.
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 Black hole

The only way to satisfy the second law of thermodynamics is to admit that black holes have entropy. If black holes carried no entropy, it would be possible to violate the second law by throwing mass into the black hole. The increase of the entropy of the black hole more than compensates for the decrease of the entropy carried by the object that was swallowed.

Starting from theorems proved by Stephen Hawking, Jacob Bekenstein conjectured that the black hole entropy was proportional to the area of its event horizon divided by the Planck area. Bekenstein suggested (½ ln 2)/4π as the constant of proportionality, asserting that if the constant was not exactly this, it must be very close to it. The next year, Hawking showed that black holes emit thermal Hawking radiation[2][3] corresponding to a certain temperature (Hawking temperature).[4][5] Using the thermodynamic relationship between energy, temperature and entropy, Hawking was able to confirm Bekenstein's conjecture and fix the constant of proportionality at 1/4:[6]


	[image: S_{\text{BH}} = \frac{kA}{4\ell_{\mathrm{P}}^2}]



where A is the area of the event horizon, calculated at 4πR2, k is Boltzmann's constant, and [image: \ell_{\mathrm{P}}=\sqrt{G\hbar / c^3}] is the Planck length. This is often referred to as the Bekenstein–Hawking formula. The subscript BH either stands for "black hole" or "Bekenstein-Hawking". The black hole entropy is proportional to the area of its event horizon [image: A]. The fact that the black hole entropy is also the maximal entropy that can be obtained by the Bekenstein bound (wherein the Bekenstein bound becomes an equality) was the main observation that led to the holographic principle.[1]

Although Hawking's calculations gave further thermodynamic evidence for black hole entropy, until 1995 no one was able to make a controlled calculation of black hole entropy based on statistical mechanics, which associates entropy with a large number of microstates. In fact, so called "no hair"[7] theorems appeared to suggest that black holes could have only a single microstate. The situation changed in 1995 when Andrew Strominger and Cumrun Vafa calculated [8] the right Bekenstein-Hawking entropy of a supersymmetric black hole in string theory, using methods based on D-branes. Their calculation was followed by many similar computations of entropy of large classes of other extremal and near-extremal black holes, and the result always agreed with the Bekenstein-Hawking formula.

In Loop quantum gravity (LQG)[9] it is possible to associate a geometrical interpretation to the microstates: these are the quantum geometries of the horizon. LQG offers a geometric explanation of the finiteness of the entropy and of the proportionality of the area of the horizon.[10][11] It is possible to derive, from the covariant formulation of full quantum theory (Spinfoam) the correct relation between energy and area (1st law), the Unruh temperature and the distribution that yields Hawking entropy.[12] The calculation makes use of the notion of dynamical horizon and is done for non-extremal black holes.

 The laws of black hole mechanics

The four laws of black hole mechanics are physical properties that black holes are believed to satisfy. The laws, analogous to the laws of thermodynamics, were discovered by Brandon Carter, Stephen Hawking and James Bardeen.

 Statement of the laws

The laws of black hole mechanics are expressed in geometrized units.

 The Zeroth Law

The horizon has constant surface gravity for a stationary black hole.

 The First Law

Change of mass is related to change of area, angular momentum, and electric charge by:


	[image: dM = \frac{\kappa}{8\pi}\,dA+\Omega\, dJ+\Phi\, dQ,]



where [image: M] is the mass, [image: \displaystyle \kappa] is the surface gravity, [image: A] is the horizon area, [image: \Omega] is the angular velocity, [image: J] is the angular momentum, [image: \Phi] is the electrostatic potential and [image: Q] is the electric charge.

 The Second Law

The horizon area is, assuming the weak energy condition, a non-decreasing function of time,


	[image: \frac{dA}{dt} \geq 0.]



This "law" was superseded by Hawking's discovery that black holes radiate, which causes both the black hole's mass and the area of its horizon to decrease over time.

 The Third Law

It is not possible to form a black hole with vanishing surface gravity. [image: \displaystyle \kappa] = 0 is not possible to achieve.

 Discussion of the laws

 The Zeroth Law

The zeroth law is analogous to the zeroth law of thermodynamics which states that the temperature is constant throughout a body in thermal equilibrium. It suggests that the surface gravity is analogous to temperature. T constant for thermal equilibrium for a normal system is analogous to [image: \displaystyle \kappa] constant over the horizon of a stationary black hole.

 The First Law

The left hand side, dM, is the change in mass/energy. Although the first term does not have an immediately obvious physical interpretation, the second and third terms on the right hand side represent changes in energy due to rotation and electromagnetism. Analogously, the first law of thermodynamics is a statement of energy conservation, which contains on its right hand side the term T dS.

 The Second Law

The second law is the statement of Hawking's area theorem. Analogously, the second law of thermodynamics states that the change in entropy in an isolated system will be greater than or equal to 0 for a spontaneous process, suggesting a link between entropy and the area of a black hole horizon. However, this version violates the second law of thermodynamics by matter losing (its) entropy as it falls in, giving a decrease in entropy. Generalized second law introduced as total entropy = black hole entropy + outside entropy.

 The Third Law

Extremal black holes[13] have vanishing surface gravity. Stating that [image: \displaystyle \kappa] cannot go to zero is analogous to the third law of thermodynamics which states, the entropy of a system at absolute zero is a well-defined constant. This is because a system at zero temperature exists in its ground state. Furthermore, ΔS will reach zero at 0 kelvins, but S itself will also reach zero, at least for perfect crystalline substances. No experimentally verified violations of the laws of thermodynamics are known.

 Interpretation of the laws

The four laws of black hole mechanics suggest that one should identify the surface gravity of a black hole with temperature and the area of the event horizon with entropy, at least up to some multiplicative constants. If one only considers black holes classically, then they have zero temperature and, by the no hair theorem,[7] zero entropy, and the laws of black hole mechanics remain an analogy. However, when quantum mechanical effects are taken into account, one finds that black holes emit thermal radiation (Hawking radiation) at temperature


	[image: T_{\text{H}} = \frac{\kappa}{2\pi}.]



From the first law of black hole mechanics, this determines the multiplicative constant of the Bekenstein-Hawking entropy which is


	[image: S_{\text{BH}} = \frac{A}{4}.]



 Beyond black holes

Hawking and Page have shown that black hole thermodynamics is more general than black holes, that cosmological event horizons also have an entropy and temperature.

More fundamentally, 't Hooft and Susskind used the laws of black hole thermodynamics to argue for a general Holographic Principle of nature, which asserts that consistent theories of gravity and quantum mechanics must be lower dimensional. Though not yet fully understood in general, the holographic principle is central to theories like the AdS/CFT correspondence.[14]
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	^ Majumdar, Parthasarathi (1998). "Black Hole Entropy and Quantum Gravity". ArXiv: General Relativity and Quantum Cosmology. arXiv:gr-qc/9807045. Bibcode:1999InJPB..73..147M. 
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	^ Ashtekar, Abhay; Baez, John; Corichi, Alejandro; Krasnov, Kirill (1998). "Quantum Geometry and Black Hole Entropy". Physical Review Letters 80 (5): 904–907. arXiv:gr-qc/9710007. Bibcode:1998PhRvL..80..904A. doi:10.1103/PhysRevLett.80.904. 

	^ Bianchi, Eugenio (2012). Entropy of Non-Extremal Black Holes from Loop Gravity. arXiv:gr-qc/1204.5122. 

	^ Supersymmetry as a Cosmic Censor Authors: Renata Kallosh, Andrei Linde, Tomás Ortín, Amanda Peet, Antoine Van Proeyen http://arxiv.org/abs/hep-th/9205027

	^ For an authoritative review, see Ofer Aharony, Steven S. Gubser, Juan Maldacena, Hirosi Ooguri and Yaron Oz (2000). "Large N field theories, string theory and gravity". Physics Reports 323: 183–386. arXiv:hep-th/9905111. doi:10.1016/S0370-1573(99)00083-6.  (Shorter lectures by Maldacena, based on that review.





 References


	Bardeen, J. M.; Carter, B.; Hawking, S. W. (1973). "The four laws of black hole mechanics". Communications in Mathematical Physics 31 (2): 161–170. Bibcode:1973CMaPh..31..161B. doi:10.1007/BF01645742. 

	Bekenstein, Jacob D. (April 1973). "Black holes and entropy". Physical Review D 7 (8): 2333–2346. Bibcode:1973PhRvD...7.2333B. doi:10.1103/PhysRevD.7.2333. 

	Hawking, Stephen W. (1974). "Black hole explosions?". Nature 248 (5443): 30–31. Bibcode:1974Natur.248...30H. doi:10.1038/248030a0. 

	Hawking, Stephen W. (1975). "Particle creation by black holes". Communications in Mathematical Physics 43 (3): 199–220. Bibcode:1975CMaPh..43..199H. doi:10.1007/BF02345020. 

	Hawking, S. W.; Ellis, G. F. R. (1973). The Large Scale Structure of Space–Time. New York: Cambridge University Press. ISBN 0-521-09906-4. 

	Hawking, Stephen W. (1994). "The Nature of Space and Time". ArΧiv e-print. arXiv:hep-th/9409195v1. Bibcode:1994hep.th....9195H. 

	't Hooft, Gerardus (1985). "On the quantum structure of a black hole". Nuclear Phys. B 256: 727–745. Bibcode:1985NuPhB.256..727T. doi:10.1016/0550-3213(85)90418-3. 



 External links


	Bekenstein-Hawking entropy on Scholarpedia

	Black Hole Thermodynamics

	Black hole entropy on arxiv.org






				Retrieved from "http://en.wikipedia.org/w/index.php?title=Black_hole_thermodynamics&oldid=542742830"				







This article was downloaded by calibre from http://en.wikipedia.org/wiki/Black_hole_thermodynamics



 | 章节菜单 | 主菜单 | 
| 下一项 | 章节菜单 | 主菜单 | 前一项 | 


NGC 1277

From Wikipedia, the free encyclopedia




					Jump to:					navigation, 					search



NGC 1277 is a lenticular galaxy in the constellation of Perseus. Located approximately 220 million light years from the Milky Way, it is best known for being the site of an unusually heavy supermassive black hole.

 Observations

NGC 1277 was first published after observations in Ireland by Lawrence Parsons on December 4, 1875. On November 28, 2012, astronomers connected with Germany's Max Planck Institute for Astronomy, using the Hobby-Eberly Telescope at Texas's McDonald Observatory, reported the discovery of a supermassive black hole in the disc's galactic center. The black hole is 17 billion times more massive than the Sun, equivalent to 14% of the total stellar mass of the galaxy.[2][3][4][5][6]

Most supermassive black holes, in comparison to NGC 1277, do not exceed 0.1% of the mass of their host galaxies. In addition, most extremely massive supermassive black holes as of 2012 are found in very large elliptical galaxies. The specifications of NGC 1277 and its overmassive black hole are hard to reconcile with existing models of galactic evolution, and signal the possible need for an alternative model that could encompass black holes of greater mass than had been previously observed.[3][5]
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For other meanings, see Perseus (disambiguation).

Perseus is a constellation in the northern sky, named after the Greek hero Perseus. It was one of the 48 constellations listed by the 2nd century astronomer Ptolemy, and remains one of the 88 modern constellations defined by the International Astronomical Union. Located in the northern celestial hemisphere, it lies nearby several other constellations from the legend of Perseus, including Andromeda (the maiden he rescued), Cetus (the sea monster he slew) and Cepheus and Cassiopeia (Andromeda's royal parents).

Its brightest star is the yellow-white supergiant Alpha Persei, or Mirfak, which shines with a magnitude of 1.79. The most notable star, however, is the famous variable star Algol (Beta Persei), linked with ominous legends on account of its apparent variability. GK Persei was a nova which brightened to magnitude 0.2 in 1901, making it briefly one of the brightest stars in the sky. The constellation also gives its name to the Perseus Cluster (Abell 426), a massive galaxy cluster located 250 million light-years from Earth. The constellation also hosts the annual Perseids meteor shower, one of the most prominent.
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 History and mythology
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Perseus carrying the head of Medusa the Gorgon, as depicted in Urania's Mirror,[1] a set of constellation cards published in London c.1825.





The Greek constellation may be an adaptation of the Babylonian constellation known as the Old Man (MUL.SHU.GI) which is associated with East (as a cardinal direction) in the MUL.APIN, an astronomical compilation dating to around 1000 BCE.[2]

In Greek mythology, Perseus was the son of Danae, who became the hero who slayed Medusa. He later used the Gorgon's head to rescue the princess Andromeda from the monster Cetus.[3]

 In non-Western astronomy

Four Chinese constellations existed in the area of the sky now assigned to Perseus. T'ien-tchouen, translated as the "Celestial Boat", was the third paranatellon of the third house of the White Tiger of the West. It represented the boats that Chinese people were reminded to build in case of a catastrophic flood season. Tsi-choui, translated as the "Swollen Waters", was the fourth paranatellon of the third house of the White Tiger of the West. It represented the potential of unusually high floods during the beginning of the flood season, which commenced at the end of August and beginning of September. Ta-ling, translated as the "Great Trench", was the fifth paranatellon of the third house of the White Tiger of the West. It represented the trenches where criminals executed en masse in August were interred. The pile of corpses prior to their interment was represented by Tsi-chi (Algol), the sixth paranatellon of the third house of the White Tiger.[3]

The Double Cluster, h and χ Persei, had special significance in Chinese astronomy. Known as Hsi and Ho, the two clusters represented two astronomers who failed to predict a total solar eclipse and were beheaded thereafter.[3]

In Polynesia, Perseus was not commonly recognized as a separate constellation; the only people that named it were the people of the Society Islands, who called it Faa-iti, meaning "Little Valley".[4] Algol may have been named Matohi by the Maori people, but the evidence for this identification is disputed. Matohi ("Split") occasionally came into conflict with Tangaroa-whakapau over which of them should appear in the sky, the outcome affecting the tides. It matches the Maori description of a blue-white star near Aldebaran but does not disappear as the myth would indicate.[5]

 Characteristics

Perseus is bordered by Aries and Taurus to the south, Auriga to the east, Camelopardalis and Cassiopea to the north, and Andromeda and Triangulum to the west. Covering 615 square degrees, it ranks twenty-fourth of the 88 constellations in size. It appears prominently in the northern sky during the Northern Hemisphere's spring. The constellation boundaries, as set by Eugène Delporte in 1930, are defined by a polygon of 26 sides. In the equatorial coordinate system, the right ascension coordinates of these borders lie between 01h 29.1m and 04h 51.2m, while the declination coordinates are between 30.92° and 59.11°.[6] The constellation's three-letter abbreviation, as adopted by the International Astronomical Union in 1922, is "Per".[7]

 Notable features


[image: ]
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The constellation Perseus as it can be seen by the naked eye.





 Stars

See also: List of stars in Perseus

Algol (from the Arabic Ra's al-Ghul, which means The Demon's Head), also known by its Bayer designation Beta Persei, is the best-known star in Perseus. Representing the eye of the gorgon Medusa, it was also called Rosh ha Satan ("Satan's Head") by the Hebrew people, who saw Algol as representing Lilith. It is 92.8 light-years from Earth and varies in magnitude from a minimum of 3.5 to a maximum of 2.3 with a period of 2.867 days.[8] It is a triple star with the brightest component being of spectral type B8V,[9] the secondary component being K0IV,[10] and the tertiary component being A7.[11] The star system is the prototype of a whole group of eclipsing binary stars named Algol variables. Another Algol variable in Perseus is AG Persei, whose primary component is a B-type main sequence star with an apparent magnitude of 6.69.[12]

Alpha Persei, also known as Mirfak (Arabic for elbow) or Algenib,[n 1] is the brightest star of this constellation with an apparent brightness of 1.79. A supergiant of spectral type F5Ib located around 590 light-years away from our solar system,[13] Mirfak has a luminosity of 5,000 times the sun and diameter of 42 times that of our sun. It is the brightest member of the Alpha Persei Cluster (also known as Melotte 20 and Collinder 39), which is an open cluster containing many luminous stars. Neighbouring bright stars which are also members include the Be stars Delta (magnitude 3.0),[14] Psi (4.3),[15] and 48 Persei (4.0);[16] the Beta Cephei variable Epsilon Persei (2.9);[17] and the stars 29 (5.2),[18] 30 (5.5),[19] and 34 Persei (4.7).[20]

Zeta Persei, or Atik, at magnitude 2.86 is the third brightest star in the constellation. Lying around 750 light years distant, it is a blue-white supergiant with around 26–27 times the radius of the sun and 47,000 times its luminosity. It is the brightest star from Earth of another moving group of bright blue-white giant and supergiant stars, the Perseus OB2 Association or Zeta Persei Association. An interesting member is X Persei, a double star with one component being in between an O-type giant and a B-type main sequence star, and the other component being a neutron star.[21] With an apparent magnitude of 6.72, it is too dim to seen even on the best nights.[22] The system is an X-ray source and the primary star appears to be suffering from substantial mass loss.[23] Once thought to be a member,[24] Omicron Persei is a multiple star system with a combined visual magnitude of 3.85.[25] It is composed of two blue-white stars – a giant of spectral class B1.5 and main sequence star of B3 which orbit around each other every 4.5 days. They are so close to each other that they are distorted into egg-shapes. The system has a third star about which little is known. At an estimated distance of 1475 light years, the system is thought to lie too far to belong to the Zeta Persei group.[26]

Xi Persei, traditionally known as Menkhib,[27] is one of the hottest bright stars in the sky, a blue giant of spectral type O7III.[28] It is also one of the more massive stars, with a mass between 26 and 32 solar masses.[28][29]

The Double cluster contains three very large stars: S, RS, and SU Persei. All three are semiregular pulsating M-type supergiants[30][31][32] with radii of above 700 solar radii.[33] The stars are not visible to the naked eye, with the brightest (SU Persei) only being of magnitude 7.9,[32] visible through binoculars. Another evolved star in Perseus is the primary component of AX Persei, a double star in which one star is an evolved star, in this case a red giant.[34] The red giant is transferring material onto an accretion disc around a smaller star.[35] The star system is a symbiotic binary, but is unusual in the fact that the secondary star is not a white dwarf, but rather an A-type star.[34] The system is also one of the few eclipsing binary symbiotic binaries.[35]

DY Persei is a variable star that is the prototype of DY Persei variables, which are carbon-rich R Coronae Borealis variables that also exhibit the variability of asymptotic giant branch stars.[36] DY Persei itself is a carbon star that is too dim to see even through binoculars, with an apparent magnitude of 10.6.[37]

GK Persei, also known as Nova Persei 1901, is a bright nova which appeared halfway between Algol and Delta Persei. Discovered on February 21, 1901 by Scottish amateur astronomer Thomas David Anderson, it peaked at magnitude 0.2, almost as bright as Capella and Vega. It faded to second magnitude a week later, and then fourth magnitude in two weeks, before oscillating between fourth and sixth magnitudes every four days for several weeks. It faded to 13th magnitude around 30 years after its peak brightness.[38]

Seven stars have been found to have planetary systems. V718 Persei young star in the young open cluster IC 348 that appears to be periodically eclipsed every 4.7 years. This has been inferred to be an object with a maximum mass of 6 times that of Jupiter and an orbital separation of 3.3 Astronomical Units.

 Deep-sky objects
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The Double Cluster (NGC 869 and NGC 884).





The Double Cluster is two open clusters (NGC 869 and NGC 884), visible in binoculars and small telescopes. They are sometimes known as h and Chi (χ) Persei, respectively. Both lie at distances of more than 7,000 ly and are separated by several hundred light-years. The cluster was first recorded during the reign of the Chinese king Tsung-K'ang, who reigned during the Hsia Dynasty (2858–2146 BCE).[3] Both clusters are of approximately 4th magnitude and 0.5 degrees in diameter. Both are Trumpler class I 3 r clusters, though NGC 869 is a Shapley class f and NGC 884 is a Shapley class e cluster. These classifications indicate that they are both quite rich; NGC 869 is the richer of the pair. Both clusters are distinct from their star field and are clearly concentrated at their centers. The constituent stars, numbering over 100 in each cluster, range widely in brightness.[39] M34 is an open cluster with an apparent brightness of magnitude 5.5,[40] lying at a distance of approximately 1,500 ly (470 pc)[41] and consisting of about 100 stars that are scattered over an area larger than that of the full moon.[40] M34 can be resolved even with good eyesight but is best viewed using a telescope at low magnifications. IC 348 is a somewhat young open cluster that still contains its nebulosity. It is located at approximately 1,027 ly (315 pc) away, is about 2 million years old,[42] and contains many stars with circumstellar disks.[43] Many brown dwarfs have been discovered in this cluster due to its age.[44]

There are many nebulae in Perseus. M76 is a planetary nebula, also called the Little Dumbbell Nebula. It measures about 65 arc seconds and has an apparent brightness of magnitude 10.1. NGC 1499, also known as the California Nebula, is an emission nebula, discovered in 1884–85 by the American astronomer Edward E. Barnard. It is a great target for astrophotographers. Due to its low surface brightness it's a very difficult object when observed visually. NGC 1333 is a reflection nebula and the location of star formation. Perseus also contains a giant molecular cloud, named Perseus molecular cloud; it belongs to the Orion Spur and is well known for its low-star formation.

Perseus contains a few notable galaxies. NGC 1260 is either a lenticular or tightly-wound spiral galaxy about 76.7 megaparsecs distant from Earth that contained the second brightest known object in the universe, SN 2006gy.[45] NGC 1023 is a barred spiral galaxy of magnitude 10.35 around 11.6 megaparsecs distant,[46] and is the principle member of the NGC 1023 group of galaxies, and is possibly interacting with another galaxy.[47] The constellation also contains an interesting galaxy cluster; the Perseus Cluster (Abell 426) is a massive galaxy cluster located 250 million light-years from Earth; at a redshift of 0.0183, it is the closest major cluster to Earth. NGC 1275, a component of the cluster, is a Seyfert galaxy containing an active nucleus that produces massive bubbles which surround the galaxy with its jets of material. The Perseus Cluster also has sound waves traveling through it, caused by these bubbles, with notes of approximately B flat 57 octaves below middle C.[48] NGC 1275, another member of the Perseus Cluster, is a cD galaxy that has undergone many mergers throughout its existence, as evidenced by the "high velocity system" surrounding it (the remnants of a smaller galaxy). Its active nucleus is a strong source of radio waves.[48]

 Meteor showers

The Perseids are a prominent annual meteor shower that radiate from Perseus in late summer, visible from mid-July and peaking in activity being between August 9 and 14 each year. Associated with the comet Swift-Tuttle, they have been observed for about 2000 years.

The September Epsilon Perseids are a recently discovered meteor shower with a parent body in the Oort cloud.[49]

 Notes



	^ this name has been used for other stars as well, such as Gamma Pegasi
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OJ 287 is a BL Lac object located 3.5 billion light years away that has produced quasi-periodic optical outbursts going back approximately 120 years, as first apparent on photographic plates from 1891. It was first detected at radio wavelengths during the course of the Ohio Sky Survey.

Its central supermassive black hole is among the largest known, with a mass of 18 billion solar masses,[3] more than six times the value calculated for the previous largest object.[4]

The optical light curve shows that OJ 287 has a periodic variation of 11–12 years with a narrow double peak at maximum brightness.[5] This kind of variation suggests[6] that an engine is a binary supermassive black hole where a smaller black hole with a mass of only 100 million MSun orbits the larger one with an observed 11-12 year orbital period. The maximum brightness is obtained when the minor component moves through the accretion disk of the supermassive component at perinigricon.

The mass was calculated by a team led by Mauri Valtonen of Tuorla Observatory in Finland, and the group's results were presented to the public at the 211th meeting of the American Astronomical Society (AAS).[7] The timing of these outbursts allows the precession of the companion's elliptical orbit to be measured (39° per orbit), which allows the mass of the central black hole to be calculated using Albert Einstein's principles of General relativity (see Kepler problem in general relativity).[4]

The accuracy of this measurement has been called into question due to the limited number and precision of observed companion orbits, but the calculated value will be further refined using future measurements. The companion's orbit is decaying via the emission of gravitational radiation and it is expected to merge with the central black hole within approximately 10,000 years.[4] The study has been published in the Astrophysical Journal.[8]

In order to reproduce all the known outbursts, a recent study shows that the rotation of the primary black hole has to be 28% of the maximum allowed rotation for a Kerr black hole.[9]
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Star formation is the process by which dense regions within molecular clouds in interstellar space, commonly referred to as "stellar nurseries", collapse into spheres of plasma to form stars. As a branch of astronomy, star formation includes the study of the interstellar medium and giant molecular clouds (GMC) as precursors to the star formation process, and the study of young stellar objects and planet formation as its immediate products. Star formation theory, as well as accounting for the formation of a single star, must also account for the statistics of binary stars and the initial mass function.
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 Stellar nurseries
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Hubble telescope image known as Pillars of Creation, where stars are forming in the Eagle Nebula.





 Interstellar clouds

A spiral galaxy like the Milky Way contains stars, stellar remnants and a diffuse interstellar medium (ISM) of gas and dust. The interstellar medium consists of 10–4 to 106 particles per cm3 and is typically composed of roughly 70% hydrogen by mass, with most of the remaining gas consisting of helium. This medium has been chemically enriched by trace amounts of heavier elements that were ejected from stars as they passed beyond the end of their main sequence lifetime. Higher density regions of the interstellar medium form clouds, or diffuse nebulae,[1] where star formation takes place.[2] In contrast to spirals, an elliptical galaxy loses the cold component of its interstellar medium within roughly a billion years, which hinders the galaxy from forming diffuse nebulae except through mergers with other galaxies.[3]

In the dense nebulae where stars are produced, much of the hydrogen is in the molecular (H2) form, so these nebulae are called molecular clouds.[2] The largest such formations, called giant molecular clouds, have typical densities of 100 particles per cm3, diameters of 100 light-years (9.5×1014 km), masses of up to 6 million solar masses,[4] and an average interior temperature of 10 K. About half the total mass of the galactic ISM is found in molecular clouds[5] and in the Milky Way there are an estimated 6,000 molecular clouds, each with more than 100,000 solar masses.[6] The nearest nebula to the Sun where massive stars are being formed is the Orion nebula, 1,300 ly (1.2×1016 km) away.[7] However, lower mass star formation is occurring about 400–450 light years distant in the ρ Ophiuchi cloud complex.[8]

A more compact site of star formation is the opaque clouds of dense gas and dust known as Bok globules; so named after the astronomer Bart Bok. These can form in association with collapsing molecular clouds or possibly independently.[9] The Bok globules are typically up to a light year across and contain a few solar masses.[10] They can be observed as dark clouds silhouetted against bright emission nebulae or background stars. Over half the known Bok globules have been found to contain newly forming stars.[11]

 Empty space
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2MASX J09442693+0429569 marks a transitional phase in this process as young, star-forming galaxies settle to become massive, red and dead galaxies.[12]





A discovery by the infrared telescope Herschel in conjunction with other ground based telescopes, determined that black patches of space in certain areas encompassing a star formation were not dark nebulae but actually vast holes of empty space. Such is the case of the area NGC 1999 and its star V380 Orionis. The exact cause of this phenomenon is still being investigated, although it has been hypothesized that narrow jets of gas from some of the young stars in the region punctured the sheet of dust and gas, as well as, powerful radiation from a nearby mature star may have helped to create the hole. This was a previously unknown and unexpected step in the star-forming process.[13]

 Cloud collapse
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Stellar cluster and star-forming region M 17.





An interstellar cloud of gas will remain in hydrostatic equilibrium as long as the kinetic energy of the gas pressure is in balance with the potential energy of the internal gravitational force. Mathematically this is expressed using the virial theorem, which states that, to maintain equilibrium, the gravitational potential energy must equal twice the internal thermal energy.[14] If a cloud is massive enough that the gas pressure is insufficient to support it, the cloud will undergo gravitational collapse. The mass above which a cloud will undergo such collapse is called the Jeans mass. The Jeans mass depends on the temperature and density of the cloud, but is typically thousands to tens of thousands of solar masses.[2] This coincides with the typical mass of an open cluster of stars, which is the end product of a collapsing cloud.[15]

In triggered star formation, one of several events might occur to compress a molecular cloud and initiate its gravitational collapse. Molecular clouds may collide with each other, or a nearby supernova explosion can be a trigger, sending shocked matter into the cloud at very high speeds.[2] Alternatively, galactic collisions can trigger massive starbursts of star formation as the gas clouds in each galaxy are compressed and agitated by tidal forces.[16] The latter mechanism may be responsible for the formation of globular clusters.[17]

A supermassive black hole at the core of a galaxy may serve to regulate the rate of star formation in a galactic nucleus. A black hole that is accreting infalling matter can become active, emitting a strong wind through a collimated relativistic jet. This can limit further star formation. However, the radio emissions around the jets may also trigger star formation. Likewise, a weaker jet may trigger star formation when it collides with a cloud.[18]

As it collapses, a molecular cloud breaks into smaller and smaller pieces in a hierarchical manner, until the fragments reach stellar mass. In each of these fragments, the collapsing gas radiates away the energy gained by the release of gravitational potential energy. As the density increases, the fragments become opaque and are thus less efficient at radiating away their energy. This raises the temperature of the cloud and inhibits further fragmentation. The fragments now condense into rotating spheres of gas that serve as stellar embryos.[19]

Complicating this picture of a collapsing cloud are the effects of turbulence, macroscopic flows, rotation, magnetic fields and the cloud geometry. Both rotation and magnetic fields can hinder the collapse of a cloud.[20][21] Turbulence is instrumental in causing fragmentation of the cloud, and on the smallest scales it promotes collapse.[22]

 Protostar

Main article: Protostar
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LH 95 stellar nursery in Large Magellanic Cloud.
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Composite image showing young stars in and around molecular cloud Cepheus B.
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N11, part of a complex network of gas clouds and star clusters within our neighbouring galaxy, the Large Magellanic Cloud.





A protostellar cloud will continue to collapse as long as the gravitational binding energy can be eliminated. This excess energy is primarily lost through radiation. However, the collapsing cloud will eventually become opaque to its own radiation, and the energy must be removed through some other means. The dust within the cloud becomes heated to temperatures of 60–100 K, and these particles radiate at wavelengths in the far infrared where the cloud is transparent. Thus the dust mediates the further collapse of the cloud.[23]

During the collapse, the density of the cloud increases toward the center and thus the middle region becomes optically opaque first. This occurs when the density is about 10−13 g cm−3. A core region, called the First Hydrostatic Core, forms where the collapse is essentially halted. It continues to increase in temperature as determined by the virial theorem. The gas falling toward this opaque region collides with it and creates shock waves that further heat the core.[24]

When the core temperature reaches about 2000 K, the thermal energy dissociates the H2 molecules.[24] This is followed by the ionization of the hydrogen and helium atoms. These processes absorb the energy of the contraction, allowing it to continue on timescales comparable to the period of collapse at free fall velocities.[25] After the density of infalling material has dropped below about 10−8 g cm−3, that material is sufficiently transparent to allow energy radiated by the protostar to escape. The combination of convection within the protostar and radiation from its exterior allow the star to contract further.[24] This continues until the gas is hot enough for the internal pressure to support the protostar against further gravitational collapse—a state called hydrostatic equilibrium. When this accretion phase is nearly complete, the resulting object is known as a protostar.[2]

Accretion of material onto the protostar continues partially from the newly formed circumstellar disc. When the density and temperature are high enough, deuterium fusion begins, and the outward pressure of the resultant radiation slows (but does not stop) the collapse. Material comprising the cloud continues to "rain" onto the protostar. In this stage bipolar jets are produced called Herbig-Haro objects. This is probably the means by which excess angular momentum of the infalling material is expelled, allowing the star to continue to form.

When the surrounding gas and dust envelope disperses and accretion process stops, the star is considered a pre–main sequence star (PMS star). The energy source of these objects is gravitational contraction, as opposed to hydrogen burning in main sequence stars. The PMS star follows a Hayashi track on the Hertzsprung–Russell (H–R) diagram.[26] The contraction will proceed until the Hayashi limit is reached, and thereafter contraction will continue on a Kelvin–Helmholtz timescale with the temperature remaining stable. Stars with less than 0.5 solar masses thereafter join the main sequence. For more massive PMS stars, at the end of the Hayashi track they will slowly collapse in near hydrostatic equilibrium, following the Henyey track.[27]

Finally, hydrogen begins to fuse in the core of the star, and the rest of the enveloping material is cleared away. This ends the protostellar phase and begins the star's main sequence phase on the H–R diagram.

The stages of the process are well defined in stars with masses around one solar mass or less. In high mass stars, the length of the star formation process is comparable to the other timescales of their evolution, much shorter, and the process is not so well defined. The later evolution of stars are studied in stellar evolution.

 Observations
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The Orion Nebula is an archetypical example of star formation, from the massive, young stars that are shaping the nebula to the pillars of dense gas that may be the homes of budding stars.





Key elements of star formation are only available by observing in wavelengths other than the optical. The protostellar stage of stellar existence is almost invariably hidden away deep inside dense clouds of gas and dust left over from the GMC. Often, these star-forming cocoons known as Bok globules, can be seen in silhouette against bright emission from surrounding gas.[28] Early stages of a star's life can be seen in infrared light, which penetrates the dust more easily than visible light.[29]

The structure of the molecular cloud and the effects of the protostar can be observed in near-IR extinction maps (where the number of stars are counted per unit area and compared to a nearby zero extinction area of sky), continuum dust emission and rotational transitions of CO and other molecules; these last two are observed in the millimeter and submillimeter range. The radiation from the protostar and early star has to be observed in infrared astronomy wavelengths, as the extinction caused by the rest of the cloud in which the star is forming is usually too big to allow us to observe it in the visual part of the spectrum. This presents considerable difficulties as the Earth's atmosphere is almost entirely opaque from 20μm to 850μm, with narrow windows at 200μm and 450μm. Even outside this range, atmospheric subtraction techniques must be used.

The formation of individual stars can only be directly observed in our Galaxy, but in distant galaxies star formation has been detected through its unique spectral signature.

 Notable pathfinder objects


	MWC 349 was first discovered in 1978, and is estimated to be only 1,000 years old.

	VLA 1623 – The first exemplar Class 0 protostar, a type of embedded protostar that has yet to accrete the majority of its mass. Found in 1993, is possibly younger than 10,000 years [1].

	L1014 – An incredibly faint embedded object representative of a new class of sources that are only now being detected with the newest telescopes. Their status is still undetermined, they could be the youngest low-mass Class 0 protostars yet seen or even very low-mass evolved objects (like a brown dwarf or even an interstellar planet). [2].

	IRS 8* – The youngest known main sequence star in the Galactic Center region, discovered in August 2006. It is estimated to be 3.5 million years old [3].



 Low mass and high mass star formation
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Star-forming region S106.





Stars of different masses are thought to form by slightly different mechanisms. The theory of low-mass star formation, which is well-supported by a plethora of observations, suggests that low-mass stars form by the gravitational collapse of rotating density enhancements within molecular clouds. As described above, the collapse of a rotating cloud of gas and dust leads to the formation of an accretion disk through which matter is channeled onto a central protostar. For stars with masses higher than about 8 solar masses, however, the mechanism of star formation is not well understood.

Massive stars emit copious quantities of radiation which pushes against infalling material. In the past, it was thought that this radiation pressure might be substantial enough to halt accretion onto the massive protostar and prevent the formation of stars with masses more than a few tens of solar masses.[30] Recent theoretical work has shown that the production of a jet and outflow clears a cavity through which much of the radiation from a massive protostar can escape without hindering accretion through the disk and onto the protostar.[31][32] Present thinking is that massive stars may therefore be able to form by a mechanism similar to that by which low mass stars form.

There is mounting evidence that at least some massive protostars are indeed surrounded by accretion disks. Several other theories of massive star formation remain to be tested observationally. Of these, perhaps the most prominent is the theory of competitive accretion, which suggests that massive protostars are "seeded" by low-mass protostars which compete with other protostars to draw in matter from the entire parent molecular cloud, instead of simply from a small local region.[33][34]

Another theory of massive star formation suggests that massive stars may form by the coalescence of two or more stars of lower mass.[35]
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Space debris populations seen from outside geosynchronous orbit (GEO). Note the two primary debris fields, the ring of objects in GEO, and the cloud of objects in low earth orbit (LEO).
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Image made from models used to track debris in Earth orbit.





Space debris, also known as orbital debris, space junk, and space waste, is the collection of defunct objects in orbit around Earth. This includes everything from spent rocket stages, old satellites, fragments from disintegration, erosion, and collisions. Since orbits overlap with new spacecraft, debris may collide with operational spacecraft.

Currently about 19,000 pieces of debris larger than 5 cm are tracked,[1] with another 300,000 pieces smaller than 1 cm below 2000 km altitude.[1] For comparison, ISS orbits in the 300–400 km range and both the 2009 collision and 2007 antisat test events occurred at between 800–900 km.[1]

Most space debris is less than 1 cm (0.39 in), including dust from solid rocket motors, surface degradation products such as paint flakes, and coolant released by RORSAT nuclear-powered satellites. Impacts of these particles cause erosive damage, similar to sandblasting. Damage can be reduced with "Whipple shield", which, for example, protects some parts of the International Space Station. However, not all parts of a spacecraft may be protected in this manner, e.g. solar panels and optical devices (such as telescopes, or star trackers), and these components are subject to constant wear by debris and micrometeoroids. The flux of space debris is greater than meteroids below 2000 km altitude for most sizes circa 2012.[1]

Safety from debris over 10 cm (3.9 in), comes from maneuvering a spacecraft to avoid a collision. If a collision occurs, resulting fragments over 1 kg (2.2 lb) can become an additional collision risk. As the chance of collision is influenced by the number of objects in space, there is a critical density where the creation of new debris occurs faster than the various natural forces remove them. Beyond this point a runaway chain reaction may occur that pulverizes everything in orbit, including functioning satellites. Called the "Kessler syndrome", there is debate if the critical density has already been reached in certain orbital bands.[2]

A runaway Kessler syndrome would render the useful polar-orbiting bands difficult to use, and greatly increase the cost of space launches and missions. Measurement, growth mitigation and active removal of space debris are activities within the space industry today.
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 History

 Micrometeoroids

In 1946, during the Giacobinid meteor shower, Helmut Landsberg collected several small magnetic particles that apparently are unintentionally associated with the shower.[3] Fred Whipple was intrigued by this and wrote a paper that demonstrated that particles of this size were too small to maintain their velocity when they encountered the upper atmosphere. Instead, they quickly decelerated and then fell to Earth unmelted. In order to classify these sorts of objects, he coined the term "micro-meteorites".[4]

Whipple, in collaboration with Fletcher Watson of the Harvard Observatory, led an effort to build an observatory to directly measure the velocity of the meteors that could be seen. At the time the source of the micro-meteorites was not known. Direct measurements at the new observatory were used to locate the source of the meteors, demonstrating that the bulk of material was left over from comet tails, and that none of it could be shown to have an extra-solar origin.[5] Today it is understood that meteors of all sorts are leftover material from the formation of the solar system, consisting of particles from the interplanetary dust cloud or other objects made up from this material, like comets.[6]

The early studies were based on optical measures only. In 1957, Hans Pettersson conducted one of the first direct measurements of the fall of space dust on the Earth, estimating it to be 14,300,000 tons per year.[7] This suggested that the meteor flux in space was much higher than the number based on telescope observations. Such a high flux presented a very serious risk to missions deeper in space, specifically the high-orbiting Apollo capsules. To determine whether the direct measure was accurate, a number of additional studies followed, including the Pegasus satellite program. These showed that the rate of meteorites passing into the atmosphere, or flux, was in line with the optical measures, at around 10,000 to 20,000 tons per year.[8]

 Micrometeoroid shielding
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The "energy flash" of a hypervelocity impact during a simulation of what happens when a piece of orbital debris hits a spacecraft in orbit.





Whipple's work pre-dated the space race and it proved useful when space exploration started only a few years later. His studies had demonstrated that the chance of being hit by a meteor large enough to destroy a spacecraft was extremely remote. However, a spacecraft would be almost constantly struck by micrometeorites, about the size of dust grains.[5]

Whipple had already developed a solution to this problem in 1946. Originally known as a "meteor bumper" and now termed the Whipple shield, this consists of a thin foil film held a short distance away from the spacecraft's body. When a micrometeorite strikes the foil, it vaporizes into a plasma that quickly spreads. By the time this plasma crosses the gap between the shield and the spacecraft, it is so diffused that it is unable to penetrate the structural material below.[9] The shield allows a spacecraft body to be built to just the thickness needed for structural integrity, while the foil adds little additional weight. Such a spacecraft is lighter than one with panels designed to stop the meteors directly.

For spacecraft that spend the majority of their time in orbit, some variety of the Whipple shield has been almost universal for decades.[10][11] Later research showed that ceramic fibre woven shields offer better protection to hypervelocity (~7 km/s) particles than aluminium shields of equal weight.[12] Another modern design uses multi-layer flexible fabric, as in NASA's TransHab expandable space habitation module.[13]

 Kessler's asteroid study

As space missions moved out from the Earth and into deep space, the question arose about the dangers posed by the asteroid belt environment, which probes would have to pass through on voyages to the outer solar system. Although Whipple had demonstrated that the near-Earth environment was not a problem for space travel, the same depth of analysis had not been applied to the belt. Starting in late 1968, Donald Kessler published a series of papers estimating the spatial density of asteroids.[14] The main outcome of this work was the demonstration that risks in transiting the asteroid belt could be mitigated, and the maximum possible flux was about the same as the flux in near-Earth space.[15] A few years later, the Pioneer and Voyager missions demonstrated this to be true by successfully transiting this region.

The evolution of the asteroid belt had been studied as a dynamic process since it was first considered by Ernst Öpik. Öpik's seminal paper considered the effect of gravitational influence of the planets on smaller objects, notably the Mars-crossing asteroids, noting that their expected lifetime was on the order of billions of years.[16] A number of papers explored this work further, using elliptical orbits for all of the objects and introducing a number of mathematical refinements.[17] Kessler used these methods to study Jupiter's moons, calculating expected lifetimes on the order of billions of years and demonstrating that several of the outer moons were almost certainly the result of recent collisions.[18]

 NORAD, Gabbard and Kessler

Since the earliest days of the space race, the North American Aerospace Defense Command (NORAD) has maintained a database of all known rocket launches and the various objects that reach orbit as a result – not just the satellites themselves, but the aerodynamic shields that protected them during launch, upper stage booster rockets that placed them in orbit, and in some cases, the lower stages as well. This was known as the Space Object Catalog when it was created with the launch of Sputnik in 1957. NASA published modified versions of the database in the now common two-line element set format via mail,[19] and starting in the early 1980s, the CelesTrak Bulletin Board System (BBS) re-published them.[20]
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Gabbard diagram of almost 300 pieces of debris from the disintegration of the five-month old third stage of the Chinese Long March 4 booster on 11 March 2000.





The trackers that fed this database were aware of a number of other objects in orbit, many of which were the result of on-orbit explosions.[21] Some of these were deliberately caused during the 1960s anti-satellite weapon (ASAT) testing, while others were the result of rocket stages that had "blown up" in orbit as leftover propellant expanded into a gas and ruptured their tanks. Since these objects were only being tracked in a haphazard manner, a NORAD employee, John Gabbard, took it upon himself to keep a separate database of as many of these objects as he could. Studying the results of these explosions, Gabbard developed a new technique for predicting the orbital paths of their products. "Gabbard diagrams" (or plots) have since become widely used. Along with Preston Landry, these studies were used to dramatically improve the modelling of orbital evolution and decay.[22]

When NORAD's database first became publicly available in the 1970s, Kessler applied the same basic technique developed for the asteroid belt study to the database of known objects. In 1978, Kessler and Burton Cour-Palais co-authored the seminal Collision Frequency of Artificial Satellites: The Creation of a Debris Belt,[23] which showed that the same process that controlled the evolution of the asteroids would cause a similar collisional process in low Earth orbit (LEO), but instead of billions of years, the process would take just decades. The paper concluded that by about the year 2000, the collisions from debris formed by this process would outnumber micrometeorites as the primary ablative risk to orbiting spacecraft.[24]

At the time this did not seem like cause for major concern, as it was widely held that drag from the upper atmosphere would de-orbit the debris faster than it was being created. However, Gabbard was aware that the number of objects in space was under-represented in the NORAD data, and was familiar with the sorts of debris and their behaviour. Shortly after Kessler's paper was published, Gabbard was interviewed on the topic, and he coined the term "Kessler syndrome" to refer to the orbital regions where the debris had become a significant issue. The reporter used the term verbatim,[24] and when it was picked up in a Popular Science article in 1982,[25] the term became widely used. The article won the Aviation/Space Writers Association's 1982 National Journalism Award.[24]

 Follow-up studies
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Baker-Nunn cameras were widely used in the study of the space debris problem.





A lack of good data about the debris problem prompted a series of studies to better characterize the LEO environment. In October 1979 NASA provided Kessler with additional funding for further studies of the problem.[24] Several approaches were used by these studies.[citation needed]

Optical telescopes or short-wavelength radars were used to more accurately measure the number and size of objects in space. These measurements demonstrated that the published population count was too low by at least 50%.[26] Before this it was believed that the NORAD database was essentially complete and accounted for at least the majority of large objects in orbit. These measurements demonstrated that some objects (typically U.S. military spacecraft) were deliberately eliminated from the NORAD list, while many others were not included because they were considered unimportant, and the list could not easily account for objects under 20 cm (7.9 in) in size. In particular, the debris left over from exploding rocket stages and several 1960s anti-satellite tests were only tracked in a haphazard way with the main database.[24]

Space-flown spacecraft were examined with microscopes to look for tiny impacts. Sections of Skylab and the Apollo CSMs that had been recovered were pitted. Every study demonstrated that the debris flux was much higher than expected, and that the debris was already the primary source of collisions in space. LEO was shown to be subject to the Kessler Syndrome, as originally defined.[24] See also Solar Maximum Mission, the Long Duration Exposure Facility, Space Shuttle missions.[citation needed]

In 1981 Kessler discovered 42% of all cataloged debris was the result of only 19 events, mostly explosions of spent rocket stages, especially U.S. Delta rockets.[27] Kessler made this discovery using Gabbard's methods against known debris fields, which overturned the previously held belief that most unknown debris was from old ASAT tests.[28] The Delta remained a workhorse of the U.S. space program, and there were numerous other Delta components in orbit that had not yet exploded.[citation needed]

 A new Kessler Syndrome

Through the 1980s, the US Air Force ran an experimental program to determine what would happen if debris collided with satellites or other debris. The study demonstrated that the process was entirely unlike the micrometeor case, and that many large chunks of debris would be created that would themselves be a collisional threat.[24] This leads to a worrying possibility – instead of the density of debris being a measure of the number of items launched into orbit, it was that number plus any new debris caused when they collided. If the new debris did not decay from orbit before impacting another object, the number of debris items would continue to grow even if there were no new launches.[citation needed]

In 1991 Kessler published a new work using the best data then available. In "Collisional cascading: The limits of population growth in low earth orbit" he mentioned the USAF's conclusions about the creation of debris. Although the vast majority of debris objects by number was lightweight, like paint flecks, the majority of the mass was in heavier debris, about 1 kg (2.2 lb) or heavier. This sort of mass would be enough to destroy any spacecraft on impact, creating more objects in the critical mass area.[29] As the National Academy of Sciences put it:


A 1-kg object impacting at 10 km/s, for example, is probably capable of catastrophically breaking up a 1,000-kg spacecraft if it strikes a high-density element in the spacecraft. In such a breakup, numerous fragments larger than 1 kg would be created.[30]



Kessler's analysis led to the conclusion that the problem could be categorized into three regimes. With a low enough density, the addition of debris through impacts is slower than their rate of decay, and the problem does not become significant. Beyond that is a critical density where additional debris lead to additional collisions. At densities greater than this critical point, the rate of production is greater than decay rates, leading to a "cascade", or chain reaction, that reduces the on-orbit population to small objects on the order of a few cm in size, making any sort of space activity very hazardous.[29] This third condition, the chain reaction, became the new use of the term "Kessler Syndrome".[24]

In a historical overview written in early 2009, Kessler summed up the situation bluntly:


Aggressive space activities without adequate safeguards could significantly shorten the time between collisions and produce an intolerable hazard to future spacecraft. Some of the most environmentally dangerous activities in space include large constellations such as those initially proposed by the Strategic Defense Initiative in the mid-1980s, large structures such as those considered in the late-1970s for building solar power stations in Earth orbit, and anti-satellite warfare using systems tested by the USSR, the U.S., and China over the past 30 years. Such aggressive activities could set up a situation where a single satellite failure could lead to cascading failures of many satellites in a period of time much shorter than years.[24]



 Debris growth

Faced with this scenario, as early as the 1980s NASA and other groups within the U.S. attempted to limit the growth of debris. One particularly effective solution was implemented by McDonnell Douglas on the Delta booster, by having the booster move away from their payload and then venting any remaining propellant in the tanks. This eliminated the pressure build-up in the tanks that had caused them to explode in the past.[31] Other countries, however, were not as quick to adopt this sort of measure, and the problem continued to grow throughout the 1980s, especially due to a large number of launches in the Soviet Union.[32]

A new battery of studies followed as NASA, NORAD and others attempted to better understand exactly what the environment was like. Every one of these studies adjusted the number of pieces of debris in this critical mass zone upward. In 1981 when Schefter's article was published it was placed at 5,000 objects,[21] but a new battery of detectors in the Ground-based Electro-Optical Deep Space Surveillance system quickly found new objects within its resolution. By the late 1990s it was thought that the majority of 28,000 launched objects had already decayed and about 8,500 remained in orbit.[33] By 2005 this had been adjusted upward to 13,000 objects,[34] and a 2006 study raised this to 19,000 as a result of an ASAT test and a satellite collision.[35] In 2011, NASA said 22,000 different objects were being tracked.[36]

The growth in object count as a result of these new studies has led to intense debate within the space community on the nature of the problem and earlier dire warnings. Following Kessler's 1991 derivation, and updates from 2001,[37] the LEO environment within the 1,000 km (620 mi) altitude range should now be within the cascading region. However, only one major incident has occurred: the 2009 satellite collision between Iridium 33 and Cosmos 2251. The lack of any obvious cascading in the short term has led to a number of complaints that the original estimates overestimated the issue.[38] Kessler has pointed out that the start of a cascade would not be obvious until the situation was well advanced, which might take years.[39]

A 2006 NASA model suggested that even if no new launches took place, the environment would continue to contain the then-known population until about 2055, at which point it would increase on its own.[40][41] Richard Crowther of Britain's Defence Evaluation and Research Agency stated that he believes the cascade will begin around 2015.[42] The National Academy of Sciences, summarizing the view among professionals, noted that there was widespread agreement that two bands of LEO space, 900 to 1,000 km (620 mi) and 1,500 km (930 mi) altitudes, were already past the critical density.[43]

In the 2009 European Air and Space Conference, University of Southampton, UK researcher, Hugh Lewis predicted that the threat from space debris would rise 50 percent in the coming decade and quadruple in the next 50 years. Currently more than 13,000 close calls are tracked weekly.[44]

A report in 2011 by the National Research Council in the USA warned NASA that the amount of space debris orbiting the Earth was at critical level. Some computer models revealed that the amount of space debris "has reached a tipping point, with enough currently in orbit to continually collide and create even more debris, raising the risk of spacecraft failures". The report has called for international regulations to limit debris and research into disposing of the debris.[45]

 Characterization

 Large vs. small

Any discussion of space debris generally categorizes large and small debris. "Large" is defined not by its size so much as the current ability to detect objects of some lower size limit. Generally, large is taken to be 10 cm (3.9 in) across or larger, with typical masses on the order of 1 kg (2.2 lb).[46] Logically it would follow that small debris would be anything smaller than that, but in fact the cutoff is normally 1 cm (0.39 in) or smaller. Debris between these two limits would normally be considered "large" as well, but goes unmeasured due to our inability to track them.[46]

The great majority of debris consists of smaller objects, 1 cm (0.39 in) or less. The mid-2009 update to the NASA debris FAQ places the number of large debris items over 10 cm (3.9 in) at 19,000, between 1 and 10 centimetres (3.9 in) approximately 500,000, and that debris items smaller than 1 cm (0.39 in) exceeds tens of millions.[47] In terms of mass, the vast majority of the overall weight of the debris is concentrated in larger objects, using numbers from 2000, about 1,500 objects weighing more than 100 kg (220 lb) each account for over 98% of the 1,900 tons of debris then known in low earth orbit.[48]

Since space debris comes from man-made objects, the total possible mass of debris is easy to calculate: it is the total mass of all spacecraft and rocket bodies that have reached orbit. The actual mass of debris will be necessarily less than that, as the orbits of some of these objects have since decayed. As debris mass tends to be dominated by larger objects, most of which have long ago been detected, the total mass has remained relatively constant in spite of the addition of many smaller objects. Using the figure of 8,500 known debris items from 2008, the total mass is estimated at 5,500 t (5,400 long tons; 6,100 short tons).[49]

 Debris in LEO

Every satellite, space probe and manned mission has the potential to create space debris. Any impact between two objects of sizeable mass can spall off shrapnel debris from the force of collision. Each piece of shrapnel has the potential to cause further damage, creating even more space debris. With a large enough collision (such as one between a space station and a defunct satellite), the amount of cascading debris could be enough to render Low Earth Orbit essentially unusable.[24]

The problem in LEO is compounded by the fact that there are few "universal orbits" that keep spacecraft in particular rings, as opposed to GEO, a single widely used orbit. The closest would be the sun-synchronous orbits that maintain a constant angle between the sun and orbital plane. But LEO satellites are in many different orbital planes providing global coverage, and the 15 orbits per day typical of LEO satellites results in frequent approaches between object pairs. Since sun-synchronous orbits are polar, the polar regions are common crossing points.[50]

After space debris is created, orbital perturbations mean that the orbital plane's direction will change over time, and thus collisions can occur from virtually any direction. Collisions thus usually occur at very high relative velocities, typically several kilometres per second.[51] Such a collision will normally create large numbers of objects in the critical size range, as was the case in the 2009 collision. It is for this reason that the Kessler Syndrome is most commonly applied only to the LEO region. In this region a collision will create debris that will cross other orbits and this population increase leads to the cascade effect.

At the most commonly used low earth orbits for manned missions, 400 km (250 mi) and below, residual air drag helps keep the zones clear. Collisions that occur under this altitude are less of an issue, since they result in fragment orbits having perigee at or below this altitude. The critical altitude also changes as a result of the space weather environment, which causes the upper atmosphere to expand and contract. An expansion of the atmosphere leads to an increased drag to the fragments, resulting in a shorter orbit lifetime. An expanded atmosphere for some period of time in the 1990s is one reason the orbital debris density remained lower for some time.[26] Another was the rapid reduction in launches by Russia, which conducted the vast majority of launches during the 1970s and 80s.[52]

 Debris at higher altitudes

At higher altitudes, where atmospheric drag is less significant, orbital decay takes much longer. Slight atmospheric drag, lunar perturbations, and solar radiation pressure can gradually bring debris down to lower altitudes where it decays, but at very high altitudes this can take millennia.[53] Thus while these orbits are generally less used than LEO,[clarification needed] and the problem onset is slower as a result, the numbers progress toward the critical threshold much more quickly.

The issue is especially problematic in the valuable geostationary orbits (GEO), where satellites are often clustered over their primary ground "targets" and share the same orbital path. Orbital perturbations are significant in GEO, causing longitude drift of the spacecraft, and a precession of the orbit plane if no maneuvers are performed. Active satellites maintain their station via thrusters, but if they become inoperable they become a collision concern (as in the case of Telstar 401). There has been estimated to be one close (within 50 meters) approach per year.[54]

On the upside, relative velocities in GEO are low, compared with those between objects in largely random low earth orbits.[citation needed] The impact velocities peak at about 1.5 km/s (0.93 mi/s). This means that the debris field from such a collision is not the same as a LEO collision and does not pose the same sort of risks, at least over the short term. It would, however, almost certainly knock the satellite out of operation. Large-scale structures, like solar power satellites, would be almost certain to suffer major collisions over short periods of time.[55]

In response, the ITU has placed increasingly strict requirements on the station-keeping ability of new satellites and demands that the owners guarantee their ability to safely move the satellites out of their orbital slots at the end of their lifetime. However, studies have suggested that even the existing ITU requirements are not enough to have a major effect on collision frequency.[56] Additionally, GEO orbit is too distant to make accurate measurements of the existing debris field for objects under 1 m (3 ft 3 in), so the precise nature of the existing problem is not well known.[57] Others have suggested that these satellites be moved to empty spots within GEO, which would require less maneuvering and make it easier to predict future motions.[58] An additional risk is presented by satellites in other orbits, especially those satellites or boosters left stranded in geostationary transfer orbit, which are a concern due to the typically large crossing velocities.

In spite of these efforts at risk reduction, spacecraft collisions have taken place. The ESA telecommunications satellite Olympus-1 was hit by a meteor on 11 August 1993 and left adrift.[59] On 24 July 1996, Cerise, a French microsatellite in a sun-synchronous LEO, was hit by fragments of an Ariane-1 H-10 upper-stage booster that had exploded in November 1986.[28] On 29 March 2006, the Russian Express-AM11 communications satellite was struck by an unknown object which rendered it inoperable. Luckily, the engineers had enough time in contact with the spacecraft to send it to a parking orbit out of GEO.[60]

 Sources of debris

 Dead spacecraft
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Vanguard 1 remains in orbit over 50 years after launch. Communications were lost in 1964, but it will remain in orbit for 240 years.





See also category: Derelict satellites orbiting Earth

In 1958 the United States launched Vanguard I into a medium Earth orbit (MEO). It became one of the longest surviving pieces of space junk and as of October 2009[update] is the oldest piece of junk still in orbit.[61][citation needed]

In a catalog listing known launches up to July 2009, the Union of Concerned Scientists listed 902 operational satellites.[62] This is out of a known population of 19,000 large objects and about 30,000 objects ever launched. Thus, operational satellites represent a small minority of the population of man-made objects in space. The rest are, by definition, debris.

One particular series of satellites presents an additional concern. During the 1970s and 80s the Soviet Union launched a number of naval surveillance satellites as part of their RORSAT (Radar Ocean Reconnaissance SATellite) program. These satellites were equipped with a BES-5 nuclear reactor in order to provide enough energy to operate their radar systems. The satellites were normally boosted into a medium altitude graveyard orbit, but there were several failures that resulted in radioactive material reaching the ground (see Kosmos 954 and Kosmos 1402). Even those successfully disposed of now face a debris issue of their own, with a calculated probability of 8% that one will be punctured and release its coolant over any 50-year period. The coolant self-forms into droplets up to around some centimeters in size[63] and these represent a significant debris source of their own.[64]

 Lost equipment

According to Edward Tufte's book Envisioning Information, space debris objects have included a glove lost by astronaut Ed White on the first American space-walk (EVA); a camera Michael Collins lost near the spacecraft Gemini 10; garbage bags jettisoned by the Soviet cosmonauts throughout the Mir space station's 15-year life;[61] a wrench and a toothbrush. Sunita Williams of STS-116 lost a camera during EVA. In an EVA to reinforce a torn solar panel during STS-120, a pair of pliers was lost and during STS-126, Heidemarie Stefanyshyn-Piper lost a briefcase-sized tool bag in one of the mission's EVAs.[65]

 Boosters
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Spent upper stage of a Delta II rocket (photographed by the XSS 10 satellite)





Lower stages, like the solid rocket boosters of the Space Shuttle, or the Saturn IB stage of the Apollo program era, do not reach orbital velocities and do not add to the mass load in orbit.[66] Upper stages, like the Inertial Upper Stage, start and end their productive lives in orbit. Boosters that remain on orbit are a serious debris problem, and one of the major known impact events was due to an Ariane booster.[28] During the initial attempts to characterize the space debris problem, it became evident that a good proportion of all debris was due to the breaking up of rocket stages. Although NASA and the USAF quickly made efforts to improve the survivability of their boosters, other launchers did not implement similar changes.

On 11 March 2000, a Chinese Long March 4's CBERS-1/SACI-1 upper stage exploded in orbit and created a debris cloud.[67][68]

An event of similar magnitude occurred on 19 February 2007, when a Russian Briz-M booster stage exploded in orbit over South Australia. The booster had been launched on 28 February 2006 carrying an Arabsat-4A communication satellite but malfunctioned before it could use all of its propellant. The explosion was captured on film by several astronomers, but due to the path of the orbit the debris cloud has been hard to quantify using radar. As of 21 February 2007, over 1,000 fragments had been identified.[69][70] A third break-up event occurred on 14 February 2007 as recorded by Celes Trak.[71] Eight break-ups occurred in 2006, the most break-ups since 1993.[72]

Another Briz-M broke up on 16 October 2012 after failing on the Proton launch of 6 August. The amount and severity of the debris is yet to be determined.[73]

 Debris from and as a weapon

One major source of debris in the past was the testing of anti-satellite weapons carried out by both the U.S. and Soviet Union in the 1960s and '70s. The NORAD element files only contained data for Soviet tests, and it was not until much later that debris from U.S. tests was identified.[21] By the time the problem with debris was understood, widespread ASAT testing had ended. The U.S.'s only active weapon, Program 437, was shut down in 1975.[74]

The U.S. restarted their ASAT programs in the 1980s with the Vought ASM-135 ASAT. A 1985 test destroyed a 1 t (2,200 lb) satellite orbiting at 525 km (326 mi) altitude, creating thousands of pieces of space debris larger than 1 cm (0.39 in). Because it took place at relatively low altitude, atmospheric drag caused the vast majority of the large debris to decay from orbit within a decade. Following the U.S. test in 1985, there was a de facto moratorium on such tests.[75]
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Known orbit planes of Fengyun-1C debris one month after its disintegration by the Chinese ASAT.





China was widely condemned after their 2007 anti-satellite missile test, both for the military implications as well as the huge amount of debris it created.[76] This is the largest single space debris incident in history in terms of new objects, estimated to have created more than 2,300 pieces (updated 13 December 2007) of trackable debris (approximately golf ball size or larger), over 35,000 pieces 1 cm (0.4 in) or larger, and 1 million pieces 1 mm (0.04 in) or larger. The test took place in the part of near Earth space most densely populated with satellites, as the target satellite orbited between 850 km (530 mi) and 882 km (548 mi).[77] Since the atmospheric drag is quite low at that altitude, the debris might be less likely to return to Earth. In June 2007, NASA's Terra environmental spacecraft was the first to perform a maneuver in order to prevent impacts from this debris.[78]

On 20 February 2008, the U.S. launched an SM-3 Missile from the USS Lake Erie specially to destroy a defective U.S. spy satellite thought to be carrying 1,000 lb (450 kg) of toxic hydrazine propellant. Since this event occurred at about 250 km (155 mi) altitude, all of the resulting debris have a perigee of 250 km (155 mi) or lower.[79] The missile was aimed to deliberately reduce the amount of debris as much as possible, and according to US state sources, they had supposedly decayed by early 2008.[80]

The vulnerability of satellites to a collision with larger debris and the ease of launching such an attack against a low-flying satellite, has led some to speculate that such an attack would be within the capabilities of countries unable to make a precision attack like former U.S. or Soviet systems. Such an attack against a large satellite of 10 tonnes or more would cause enormous damage to the LEO environment.[75]

 Operational aspects
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A fleck of paint left this crater on the surface of Space Shuttle Challenger's front window on STS-7.





 Threat to unmanned spacecraft

Spacecraft in a debris field are subject to constant wear as a result of impacts with small debris. Critical areas of a spacecraft are normally protected by Whipple shields, eliminating most damage. However, low-mass impacts have a direct impact on the lifetime of a space mission, if the spacecraft is powered by solar panels. These panels are difficult to protect because their front face has to be directly exposed to the sun. As a result, they are often punctured by debris. When hit, panels tend to produce a cloud of gas-sized particles that, compared to debris, does not present as much of a risk to other spacecraft. This gas is generally a plasma when created and consequently presents an electrical risk to the panels themselves.[81]
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Debris impacts on Mir's solar panels degraded their performance. The damage is most noticeable on the panel on the right, which is facing the camera and has high contrast. The more extensive damage to the smaller panel below is due to impact with a Progress spacecraft.





The effect of the many impacts with smaller debris was particularly notable on Mir, the Soviet space station, as it remained in space for long periods of time with the panels originally launched on its various modules.[82][83]

Impacts with larger debris normally destroy the spacecraft. To date there have been several known and suspected impact events. The earliest on record was the loss of Kosmos 1275, which disappeared on 24 July 1981 only a month after launch. Tracking showed it had suffered some sort of breakup with the creation of 300 new objects. Kosmos did not contain any volatiles and is widely assumed to have suffered a collision with a small object. However, proof is lacking, and an electrical battery explosion has been offered as a possible alternative. Kosmos 1484 suffered a similar mysterious breakup on 18 October 1993.[84]

Several confirmed impact events have taken place since then. Olympus-1 was hit by a meteor on 11 August 1993 and left adrift.[59] On 24 July 1996, the French microsatellite Cerise was hit by fragments of an Ariane-1 H-10 upper-stage booster that had exploded in November 1986.[28] On 29 March 2006 the Russian Express-AM11 communications satellite was struck by an unknown object which rendered it inoperable. Luckily, the engineers had enough time in contact with the spacecraft to send it to a parking orbit out of GEO.[60]

The first major space debris collision was on 10 February 2009 at 16:56 UTC. The deactivated 950 kg (2,100 lb) Kosmos 2251 and an operational 560 kg (1,200 lb) Iridium 33 collided 500 mi (800 km)[85] over northern Siberia. The relative speed of impact was about 11.7 km/s (7.3 mi/s), or approximately 42,120 km/h (26,170 mph).[86] Both satellites were destroyed and the collision scattered considerable debris, which poses an elevated risk to spacecraft.[87] The collision created a debris cloud, although accurate estimates of the number of pieces of debris is not yet available.[88]

On 22 January 2013, a Russian laser-ranging satellite was hit by a piece of debris suspected to be from the Chinese ASAT test of 2007. Both the orbit and the spin rate where changed.[89]

In a Kessler Syndrome cascade, satellite lifetimes would be measured on the order of years or months. New satellites could be launched through the debris field into higher orbits or placed in lower ones where natural decay processes remove the debris, but it is precisely because of the utility of the orbits between 800 and 1,500 km (500 and 930 mi) that this region is so filled with debris.[39]

 Threat to manned spacecraft
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Discovery's underside displays a number of new tiles, which are darker. These have replaced tiles that were damaged on earlier missions. This image was taken on STS-114 during a "R-Bar Pitch Manoeuvre" that allows astronauts on the ISS to examine the TPS for damage caused during ascent.





From the earliest days of the Space Shuttle missions, NASA has turned to NORAD's database to constantly monitor the orbital path in front of the Shuttle to find and avoid any known debris. During the 1980s, these simulations used up a considerable amount of the NORAD tracking system's capacity.[31] The first official Space Shuttle collision avoidance maneuver was during STS-48 in September 1991.[90] A 7-second reaction control system burn was performed to avoid debris from the Cosmos satellite 955.[91] Similar manoeuvres followed on missions 53, 72 and 82.[90]

One of the first events to widely publicize the debris problem was Space Shuttle Challenger's second flight on STS-7. A small fleck of paint impacted Challenger's front window and created a pit over 1 mm (0.04 in) wide. Endeavour suffered a similar impact on STS-59 in 1994, but this one pitted the window for about half its depth: a cause for much greater concern. Post-flight examinations have noted a marked increase in the number of minor debris impacts since 1998.[92]

The damage due to smaller debris has now grown to become a significant problem in its own right. Chipping of the windows became common by the 1990s, along with minor damage to the thermal protection system tiles (TPS). To mitigate the impact of these events, once the Shuttle reached orbit it was deliberately flown tail first in an attempt to intercept as much of the debris load as possible on the engines and rear cargo bay. These were not used on orbit or during descent and thus were less critical to operations after launch. When flown to the ISS, the Shuttle was placed where the station provided as much protection as possible.[93]

The sudden increase in debris load led to a re-evaluation of the debris issue and a catastrophic impact with large debris was considered to be the primary threat to Shuttle operations on every mission.[93][94] Mission planning required a thorough discussion of debris risk, with an executive level decision to proceed if the risk is greater than 1 in 200 of destroying the Shuttle. On a normal low-orbit mission to the ISS the risks were estimated to be 1 in 300, but the STS-125 mission to repair the Hubble Space Telescope at 350 mi (560 km) was initially calculated at 1 in 185 due to the 2009 satellite collision, and threatened to cancel the mission. However, a re-analysis as better debris numbers became available reduced this to 1 in 221, and the mission was allowed to proceed.[95]
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Endeavour suffered a major hit on the radiator during STS-118. The entry hole is just less than 1/2-inch. The exit hole on the rear of the panel is much larger.





In spite of their best efforts, however, there have been two serious debris incidents on more recent Shuttle missions. In 2006, Atlantis was hit by a small fragment of a circuit board during STS-115, which bored a small hole through the radiator panels in the cargo bay (the large gold coloured objects visible when the doors are open).[96] A similar incident followed on STS-118 in 2007, when Endeavour was hit in a similar location by unknown debris which blew a hole several centimetres in diameter through the panel.[97]

The International Space Station (ISS) uses extensive Whipple shielding to protect itself from minor debris threats.[98] However, large portions of the ISS cannot be protected, notably its large solar panels. In 1989 it was predicted that the International Space Station's panels would suffer about 0.23% degradation over four years, which was dealt with by overdesigning the panel by 1%.[99] New figures based on the increase in collisions since 1998 are not available.

Like the Shuttle, the only protection against larger debris is avoidance. On two occasions the crew have been forced to abandon work and take refuge in the Soyuz capsule while the threat passed.[100][101] This close call is a good example of the potential Kessler Syndrome; the debris is believed to be a small 10 cm (3.9 in) portion of the former Cosmos 1275,[102] which is the satellite that is considered to be the first example of an on-orbit impact with debris.

If the Kessler Syndrome comes to pass, the threat to manned missions may be too great to contemplate operations in LEO. Although the majority of manned space activities take place at altitudes below the critical 800 to 1,500 km (500 to 930 mi) regions, a cascade within these areas would result in a constant rain down into the lower altitudes as well. The time scale of their decay is such that "the resulting debris environment is likely to be too hostile for future space use."[29][103]

 Hazard on Earth
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Saudi officials inspect a crashed PAM-D module, January 2001.





Although most debris will burn up in the atmosphere, larger objects can reach the ground intact and present a risk.

The original re-entry plan for Skylab called for the station to remain in space for 8 to 10 years after its final mission in February 1974. Unexpectedly high solar activity expanded the upper atmosphere resulting in higher than expected drag on space station bringing its orbit closer to Earth than planned. On 11 July 1979, Skylab re-entered the Earth's atmosphere and disintegrated, raining debris harmlessly along a path extending over the southern Indian Ocean and sparsely populated areas of Western Australia.[104][105]

On 12 January 2001, a Star 48 Payload Assist Module (PAM-D) rocket upper stage re-entered the atmosphere after a "catastrophic orbital decay".[106] The PAM-D stage crashed in the sparsely populated Saudi Arabian desert. It was positively identified as the upper-stage rocket for NAVSTAR 32, a GPS satellite launched in 1993.

The Columbia disaster in 2003 demonstrated this risk, as large portions of the spacecraft reached the ground. In some cases entire equipment systems were left intact.[107] NASA continues to warn people to avoid contact with the debris due to the possible presence of hazardous chemicals.[108]

On 27 March 2007, wreckage from a Russian spy satellite was spotted by Lan Chile (LAN Airlines) in an Airbus A340, which was travelling between Santiago, Chile, and Auckland, New Zealand carrying 270 passengers.[109] The pilot estimated the debris was within 8 km of the aircraft, and he reported hearing the sonic boom as it passed.[110] The aircraft was flying over the Pacific Ocean, which is considered one of the safest places in the world for a satellite to come down because of its large areas of uninhabited water.

In 1969, five sailors on a Japanese ship were injured by space debris, probably of Russian origin.[111] In 1997 an Oklahoma woman named Lottie Williams was hit in the shoulder by a 10 cm × 13 cm (3.9 in × 5.1 in) piece of blackened, woven metallic material that was later confirmed to be part of the propellant tank of a Delta II rocket which had launched a U.S. Air Force satellite in 1996. She was not injured.[112][113]

 Tracking and measurement

 Tracking from the ground

Radar and optical detectors such as lidar are the main tools used for tracking space debris. However, determining orbits to allow reliable re-acquisition is problematic. Tracking objects smaller than 10 cm (4 in) is difficult due to their small cross-section and reduced orbital stability, though debris as small as 1 cm (0.4 in) can be tracked.[114][115] NASA Orbital Debris Observatory tracked space debris using a 3 m (10 ft) liquid mirror transit telescope.[116]

The U.S. Strategic Command maintains a catalogue containing known orbital objects. The list was initially compiled in part to prevent misinterpretation as hostile missiles. The version compiled in 2009 listed about 19,000 objects. Observation data gathered by a number of ground-based radar facilities and telescopes as well as by a space-based telescope is used to maintain this catalogue.[117] Nevertheless, the majority of expected debris objects remain unobserved – there are more than 600,000 objects larger than 1 cm (0.4 in) in orbit (according to the ESA Meteoroid and Space Debris Terrestrial Environment Reference, the MASTER-2005 model).

Other sources of knowledge on the actual space debris environment include measurement campaigns by the ESA Space Debris Telescope, TIRA (System),[118] Goldstone radar, Haystack radar,[119] the EISCAT radars, and the Cobra Dane phased array radar.[120] The data gathered during these campaigns is used to validate models of the debris environment like ESA-MASTER. Such models are the only means of assessing the impact risk caused by space debris, as only larger objects can be regularly tracked.

 Measurement in space
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The Long Duration Exposure Facility (LDEF) is an important source of information on the small particle space debris environment.





Returned space debris hardware is a valuable source of information on the (sub-millimetre) space debris environment. The LDEF satellite deployed by STS-41-C Challenger and retrieved by STS-32 Columbia spent 68 months in orbit. Close examination of its surfaces allowed an analysis of the directional distribution and composition of the debris flux. The EURECA satellite deployed by STS-46 Atlantis in 1992 and retrieved by STS-57 Endeavour in 1993 was similarly used for debris studies.[121]

The solar arrays of the Hubble Space Telescope returned during missions STS-61 Endeavour and STS-109 Columbia are an important source of information on the debris environment. The impact craters found on the surface were counted and classified by ESA to provide a means for validating debris environment models. Similar materials returned from Mir were extensively studied, notably the Mir Environmental Effects Payload which studied the environment in the Mir area.[122][123]

 Gabbard diagrams

Space debris groups resulting from satellite breakups are often studied using scatter plots known as Gabbard diagrams. In a Gabbard diagram, the perigee and apogee altitudes of the individual debris fragments resulting from a collision are plotted with respect to the orbital period of each fragment. The distribution can be used to infer information such as direction and point of impact.[22][124]

 Dealing with debris

Manmade space debris have been dropping out of orbit at an average rate of about one object per day for the past 50 years.[125] Substantial variation in the average rate occurs as a result of the 11-year solar activity cycle, averaging closer to three objects per day at solar max due to the heating, and resultant expansion, of the Earth's atmosphere. At solar min, five and one-half years later, the rate averages about one every three days.[125]

 Growth mitigation
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Spatial density of LEO space debris by altitude according to NASA report to UNOOSA of 2011.[126]
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Spatial density of space debris by altitude according to ESA MASTER-2001. This graphic does not include the large amounts of debris from the Chinese ASAT and 2009 collision events.





In order to reduce future space debris, various ideas have been proposed. The passivation of spent upper stages by the release of residual propellants is aimed at reducing the risk of on-orbit explosions that could generate thousands of additional debris objects.[127] The modification[clarification needed] of the Delta boosters, at a time when the debris problem was first becoming apparent, essentially eliminated their further contribution to the problem.[31]

There is no international treaty mandating behaviour to minimize space debris, but the United Nations Committee on the Peaceful Uses of Outer Space (COPUOS) did publish voluntary guidelines in 2007.[128] As of 2008, the committee is discussing international "rules of the road" to prevent collisions between satellites.[129] NASA has implemented its own procedures for limiting debris production[130] as have some other space agencies, such as the European Space Agency. Starting in 2007, the ISO has been preparing a new standard dealing with space debris mitigation.[131]

One idea is "one-up/one-down" launch license policy for Earth orbits. Launch vehicle operators would have to pay the cost of debris mitigation. They would need to build the capability into their launch vehicle-robotic capture, navigation, mission duration extension, and substantial additional propellant – to be able to rendezvous with, capture and deorbit an existing derelict satellite from approximately the same orbital plane.[132]

Another possible technology that can aid in reducing space debris is robotic refueling of satellites.[133]

 Self-removal

It is an ITU requirement that geostationary satellites be able to remove themselves to a graveyard orbit at the end of their lives. It has been demonstrated that the selected orbital areas do not sufficiently protect GEO lanes from debris, although a response has not yet been formulated.[56]

Rocket stages or satellites that retain enough propellant can power themselves into a decaying orbit. In cases when a direct (and controlled) de-orbit would require too much propellant, a satellite can be brought to an orbit where atmospheric drag would cause it to de-orbit after some years. Such a manoeuvre was successfully performed with the French Spot-1 satellite, bringing its time to atmospheric re-entry down from a projected 200 years to about 15 years by lowering its perigee from 830 km (516 mi) to about 550 km (342 mi).[134][135]

Instead of using rockets, an electrodynamic tether can be attached to the spacecraft on launch. At the end of its lifetime it is rolled out and slows down the spacecraft.[136] Although tethers of up to 30 km have been successfully deployed in orbit the technology has not yet reached maturity.[41] It has been proposed that booster stages include a sail-like attachment to the same end.[137]

 External removal

A well-studied solution is to use a remotely controlled vehicle to rendezvous with debris, capture it, and return to a central station.[138] The commercially developed MDA Space Infrastructure Servicing vehicle is a refuelling depot and service spacecraft for communication satellites in geosynchronous orbit, slated for launch in 2015.[139] The SIS includes the vehicle capability to "push dead satellites into graveyard orbits."[140] The Advanced Common Evolved Stage family of upper-stages is being explicitly designed to have the potential for high leftover propellant margins so that derelict capture/deorbit might be accomplished, as well as with in-space refuelling capability that could provide the high delta-V required to deorbit even heavy objects from geosynchronous orbits.[132]

The laser broom uses a powerful ground-based laser to ablate the front surface off of debris and thereby produce a rocket-like thrust that slows the object. With a continued application the debris will eventually decrease their altitude enough to become subject to atmospheric drag.[141][142] In the late 1990s, US Air Force worked on a ground-based laser broom design under the name "Project Orion".[143] Although a test-bed device was scheduled to launch on a 2003 Space Shuttle, numerous international agreements, forbidding the testing of powerful lasers in orbit, caused the program to be limited to using the laser as a measurement device.[144] In the end, the Space Shuttle Columbia disaster led to the project being postponed and, as Nicholas Johnson, Chief Scientist and Program Manager for NASA's Orbital Debris Program Office, later noted, "There are lots of little gotchas in the Orion final report. There's a reason why it's been sitting on the shelf for more than a decade."[145]

Additionally, the momentum of the photons in the laser beam could be used to impart thrust on the debris directly. Although this thrust would be tiny, it may be enough to move small debris into new orbits that do not intersect those of working satellites. NASA research from 2011 indicates that firing a laser beam at a piece of space junk could impart an impulse of 0.04 in (1.0 mm) per second. Keeping the laser on the debris for a few hours per day could alter its course by 650 ft (200 m) per day.[146] One of the drawbacks to these methods is the potential for material degradation. The impinging energy may break apart the debris, adding to the problem. A similar proposal replaces the laser with a beam of ions.[147]

A number of other proposals use more novel solutions to the problem, from foamy ball of aerogel or spray of water,[148] inflatable balloons,[149] electrodynamic tethers,[150] boom electroadhesion,[151] or dedicated "interceptor satellites".[152] On 7 January 2010, Star Inc. announced that it had won a contract from Navy/SPAWAR for a feasibility study of the application of the ElectroDynamic Debris Eliminator (EDDE).[153] In February 2012, the Swiss Space Center at École Polytechnique Fédérale de Lausanne announced the Clean Space One project, a nanosat demonstration project for matching orbits with a defunct Swiss nanosat, capturing it, and deorbiting together.[154]

As of 2006[update], the cost of launching any of these solutions is about the same as launching any spacecraft. Johnson stated that none of the existing solutions are currently cost-effective.[41] Since that statement was made, a promising new approach has emerged. Space Sweeper with Sling-Sat (4S) is a grappling satellite mission that sequentially captures and ejects debris. The momentum from these interactions is used as a free impulse to the craft while transferring between targets. Thus far, 4S has proven to be a promising solution.[155]
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Sling-Sat removing space debris





A consensus of speakers at a meeting held in Brussels on 30 October 2012, organized by the Secure World Foundation, a US think tank, and the French International Relations Institute,[156] report that active removal of the most massive pieces of debris will be required to prevent the risks to spacecraft, crewed or not, becoming unacceptable in the foreseeable future, even without any further additions to the current inventory of dead spacecraft in LEO. However removal cost, together with legal questions surrounding the ownership rights and legal authority to remove even defunct satellites have stymied decisive national or international action to date, and as yet no firm plans exist for action to address the problem. Current space law retains ownership of all satellites with their original operators, even debris or spacecraft which are defunct or threaten currently active missions.

 Debris producing events



	Top debris-making events circa 2012:[157]



	What
	Year
	Pieces
	Notes



	Fengyun-1C
	2007
	2,841
	ASAT



	Cosmos 2251
	2009
	1,267
	Collided with Iridium 33



	STEP 2 Rocket Body
	1996
	713
	Explosion



	Iridium 33
	2009
	521
	Collided with Cosmos 2251



	Cosmos 2421
	2008
	509
	Disintegrated



	SPOT 1 Rocket Body
	1986
	492
	Explosion



	OV2-1 Rocket Body
	1965
	473
	Explosion



	Nimbus 4 Rocket Body
	1970
	374
	Explosion



	TES Rocket Body
	2001
	370
	Explosion



	CBERS 1 Rocket Body
	2000
	343
	Explosion




Major contributors to debris include the explosion of upper stages and satellite collisions.[1] There have been 190 known satellite breakups between 1961 and 2006.[158] There is estimated to be 500,000 pieces of debris in orbit as of 2012,[157] with 300,000 pieces below 2000 km (LEO).[1] Of the total, about 20,000 are tracked.[1] Also, about sixteen old Soviet nuclear space reactors are known to have released an estimated 100,000 liquid metal (NaK) droplets 800–900 km up,[159] which range in size from 1 – 6 cm.[159] The greatest risk to space missions is from untracked debris between 1 and 10 cm in size.[1] Large pieces can be tracked and avoided, and impact from smaller pieces are usually survivable.[1]

 See also


	Derelict satellites

	Near-Earth object

	Liability Convention

	Orbital Debris Co-ordination Working Group

	Planetes, a critically and scientifically acclaimed Japanese Manga and Anime series exploring the concern with orbital debris and its impact on space development in the future of mankind's expansion into space.

	Spacecraft cemetery

	List of large reentering space debris
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In a nuclear photonic rocket, a nuclear reactor would generate such high temperatures that the blackbody radiation from the reactor would provide significant thrust. The disadvantage is that it takes a lot of power to generate a small amount of thrust this way, so acceleration is very slow. The photon radiators would most likely be constructed using graphite or tungsten. Photonic rockets are technologically feasible, but rather impractical with current technology.
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 Energy requirements and comparisons

The power per thrust required for a perfectly collimated output beam is 300 MW/N (half this if it can be reflected off the craft); very high energy density power sources would be required to provide reasonable thrust without unreasonable weight. The specific impulse of a photonic rocket is harder to define, since the output has no (rest) mass and is not expended fuel; if we take the momentum per inertia of the photons, the specific impulse is just c, which is impressive. However, considering the mass of the source of the photons, e.g., atoms undergoing nuclear fission, brings the specific impulse down to 300 km/s (c/1000) or less; considering the infrastructure for a reactor (some of which also scales with the amount of fuel) reduces the value further. Finally, any energy loss not through radiation that is redirected precisely to aft but is instead conducted away by engine supports, radiated in some other direction, or lost via neutrinos or so will further degrade the efficiency. If we were to set 80% of the mass of the photon rocket = fissionable fuel, and recognizing that nuclear fission converts about 0.10% of the mass into energy: then if the photon rocket masses 300,000 kg then 240,000 kg of that is atomic fuel. Therefore the fissioning of all of the fuel will result in the loss of just 240 kg of mass. Then 300,000/299,760 kg = an mi/mf of 1.0008. Vf = ln 1.008 × c where c = 300,000,000 m/s. Vf then may be 240,096 m/s which is 240 km/s. The nuclear fission powered photon rocket may accelerate at a maximum of perhaps 1/10,000 m/s² (0.1 mm/s²) which is 10−5g. The velocity change would be at the rate of 3,000 m/s per year of thrusting by the photon rocket.

If a photon rocket begins its journey in low earth orbit, then one year of thrusting may be required to achieve an earth escape velocity of 11.2 km/s if the vehicle is already in orbit at a velocity of 9,100 m/s, and 400 m/s additional velocity is obtained from the east to west rotation of the earth. The photon thrust will be sufficient to more than counterbalance the pull of the sun's gravity, allowing the photon rocket to maintain a heliocentric velocity of 30 km/s in interplanetary space upon escaping the Earth's gravitational field. Eighty years of steady photonic thrusting would be then required to obtain a final velocity of 240 km/s in this hypothetical case. At a 30 km/s heliocentric velocity, the photon ship would recede a distance of 600,000,000 miles (1 Tm) from the Sun per year.

It is possible to obtain even higher specific impulse; that of some other photonic propulsion devices (e.g., solar sails) is effectively infinite because no carried fuel is required. Alternatively, such devices as ion thrusters, while having a notably lower specific impulse, give a much better thrust-to-power ratio; for photons, that ratio is [image: 1/c], whereas for slow particles (that is, nonrelativistic; even the output from typical ion thrusters counts) the ratio is [image: 2/v], which is much larger (since [image: v\ll c]). (This is in a sense an unfair comparison, since the photons must be created and other particles are merely accelerated, but nonetheless the impulses per carried mass and per applied energy—the practical quantities—are as given.) The photonic rocket is thus wasteful when power and not mass is at a premium, or when enough mass can be saved through the use of a weaker power source that reaction mass can be included without penalty.

A laser could be used as a photon rocket engine, and would solve the reflection/collimation problem, but lasers are absolutely less efficient at converting energy into light than blackbody radiation is—though one should also note the benefits of lasers vs blackbody source, including unidirectional controllable beam and the mass and durability of the radiation source.

 Power sources

Feasible current, or near-term fission reactor designs can generate up to 2.2 kW per kilogram of reactor mass.[citation needed] Without any payload, such a reactor could drive a photon rocket at nearly 10−4 m/s² (10−5g; see g-force). This could perhaps provide interplanetary spaceflight capability from Earth orbit. Nuclear fusion reactors could also be used, perhaps providing somewhat higher power.

A design proposed in the 1950s by Eugen Sänger used positron-electron annihilation to produce gamma rays. Sänger was unable to solve the problem of how to reflect, and collimate the gamma rays created by positron-electron annihilation; however, by shielding the reactions (or other annihilations) and absorbing their energy, a similar blackbody propulsion system could be created. An antimatter-matter powered photon rocket would (disregarding the shielding) obtain the maximum c specific impulse; for this reason, an antimatter-matter annihilation powered photon rocket could potentially be used for interstellar spaceflight.

 See also


	Photon rocket

	Spacecraft propulsion

	Radioisotope rocket
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This article is about the concept in the physical sciences.  For other uses, see Matter (disambiguation).

Matter, generally is a substance (often a particle) that has rest mass and (usually) also volume. The volume is determined by the three-dimensional space it occupies, while the mass is defined by the usual ways that mass is measured. Matter is also a general term for the substance that makes up all observable physical objects.[1][2]

All objects we see with the naked eye are composed of atoms. This atomic matter is in turn made up of interacting subatomic particles—usually a nucleus of protons and neutrons, and a cloud of orbiting electrons.[3][4] Typically, science considers these composite particles matter because they have both rest mass and volume. By contrast, massless particles, such as photons, are not considered matter, because they have neither rest mass or volume. However, not all particles with rest mass have a classical volume, and fundamental particles such as quarks and leptons (sometimes equated with matter) are considered "point particles" with no effective size or volume. Nevertheless, quarks and leptons together make up "ordinary matter," and their interactions contribute to the effective volume of the composite particles that make up ordinary matter.

Matter commonly exists in four states (or phases): solid, liquid and gas, and plasma. . However, advances in experimental techniques have revealed other phases that were previously only theoretical constructs, such as Bose–Einstein condensates and fermionic condensates. A focus on an elementary-particle view of matter also leads to new phases of matter, such as the quark–gluon plasma.[5] For much of the history of the natural sciences people have contemplated the exact nature of matter. The idea that matter was built of discrete building blocks, the so-called particulate theory of matter, was first put forward by the Greek philosophers Leucippus (~490 BC) and Democritus (~470–380 BC).[6]

Albert Einstein showed[7] that ultimately all matter is capable of being converted to energy (known as mass-energy equivalence) by the famous formula E = mc2, where E is the energy of a piece of matter of mass m, times c2 the speed of light squared. As the speed of light is 299,792,458 metre per second (186,282 mi/s), a relatively small amount of matter may be converted to a large amount of energy. An example is that positrons and electrons (matter) may transform into photons (non-matter). However, although matter may be created or destroyed in such processes, neither the quantity of mass or energy change during the process.

Matter should not be confused with mass, as the two are not quite the same in modern physics.[8] For example, mass is a conserved quantity, which means that its value is unchanging through time, within closed systems. However, matter is not conserved in such systems, although this is not obvious in ordinary conditions on Earth, where matter is approximately conserved. Still, special relativity shows that matter may disappear by conversion into energy, even from closed systems, and it can also be created from energy, within such systems. However, because mass (like energy) can neither be created nor destroyed, the quantity of mass and the quantity of energy remain the same during a transformation of matter (which represents a certain amount of energy) into non-material (i.e., non-matter) energy. This is also true in the reverse transformation of energy into matter.

Different fields of science use the term matter in different, and sometimes incompatible, ways. Some of these ways are based on loose historical meanings, from a time when there was no reason to distinguish mass and matter. As such, there is no single universally-agreed scientific meaning of the word "matter." Scientifically, the term "mass" is well-defined, but "matter" is not. Sometimes in the field of physics "matter" is simply equated with particles that exhibit rest mass (i.e., that cannot travel at the speed of light), such as quarks and leptons. However, in both physics and chemistry, matter exhibits both wave-like and particle-like properties, the so-called wave–particle duality.[9][10][11]



	

Contents




	1 Definition

	1.1 Common definition

	1.2 Relativity

	1.3 Atoms and molecules definition

	1.4 Protons, neutrons and electrons definition

	1.5 Quarks and leptons definition

	1.6 Smaller building blocks issue





	2 Structure

	2.1 Quarks

	2.1.1 Baryonic matter

	2.1.2 Degenerate matter

	2.1.3 Strange matter

	2.1.3.1 Two meanings of the term "strange matter"









	2.2 Leptons





	3 Phases

	4 Antimatter

	5 Other types of matter

	5.1 Dark matter

	5.2 Dark energy

	5.3 Exotic matter





	6 Historical development

	6.1 Origins

	6.2 Early modernity

	6.3 Late nineteenth and early twentieth centuries

	6.4 Later developments

	6.5 Summary





	7 See also

	8 References

	9 Further reading

	10 External links








 Definition

 Common definition
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The DNA molecule is an example of matter under the "atoms and molecules" definition.





The common definition of matter is anything that has both mass and volume (occupies space).[12][13] For example, a car would be said to be made of matter, as it occupies space, and has mass.

The observation that matter occupies space goes back to antiquity. However, an explanation for why matter occupies space is recent, and is argued to be a result of the Pauli exclusion principle.[14][15] Two particular examples where the exclusion principle clearly relates matter to the occupation of space are white dwarf stars and neutron stars, discussed further below.

 Relativity

In the context of relativity, mass is not an additive quantity.[1] Thus, in relativity usually a more general view is that it is not mass, but the energy–momentum tensor that quantifies the amount of matter. Matter therefore is anything that contributes to the energy–momentum of a system, that is, anything that is not purely gravity.[16][17] This view is commonly held in fields that deal with general relativity such as cosmology.

 Atoms and molecules definition

A definition of "matter" based on its physical and chemical structure is: matter is made up of atoms and molecules.[18] As an example, deoxyribonucleic acid molecules (DNA) are matter under this definition because they are made of atoms. This definition can extend to include charged atoms and molecules, so as to include plasmas (gases of ions) and electrolytes (ionic solutions), which are not obviously included in the atoms and molecules definition. Alternatively, one can adopt the protons, neutrons, and electrons definition.

 Protons, neutrons and electrons definition

A definition of "matter" more fine-scale than the atoms and molecules definition is: matter is made up of what atoms and molecules are made of, meaning anything made of positively charged protons, neutral neutrons, and negatively charged electrons.[19] This definition goes beyond atoms and molecules, however, to include substances made from these building blocks that are not simply atoms or molecules, for example white dwarf matter—typically, carbon and oxygen nuclei in a sea of degenerate electrons. At a microscopic level, the constituent "particles" of matter such as protons, neutrons, and electrons obey the laws of quantum mechanics and exhibit wave–particle duality. At an even deeper level, protons and neutrons are made up of quarks and the force fields (gluons) that bind them together (see Quarks and leptons definition below).

 Quarks and leptons definition
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Under the "quarks and leptons" definition, the elementary and composite particles made of the quarks (in purple) and leptons (in green) would be matter—while the gauge bosons (in red) would not be matter. However, interaction energy inherent to composite particles (for example, gluons involved in neutrons and protons) contribute to the mass of ordinary matter.





As seen in the above discussion, many early definitions of what can be called ordinary matter were based upon its structure or building blocks. On the scale of elementary particles, a definition that follows this tradition can be stated as: ordinary matter is everything that is composed of elementary fermions, namely quarks and leptons.[20][21] The connection between these formulations follows.

Leptons (the most famous being the electron), and quarks (of which baryons, such as protons and neutrons, are made) combine to form atoms, which in turn form molecules. Because atoms and molecules are said to be matter, it is natural to phrase the definition as: ordinary matter is anything that is made of the same things that atoms and molecules are made of. (However, notice that one also can make from these building blocks matter that is not atoms or molecules.) Then, because electrons are leptons, and protons, and neutrons are made of quarks, this definition in turn leads to the definition of matter as being quarks and leptons, which are the two types of elementary fermions. Carithers and Grannis state: Ordinary matter is composed entirely of first-generation particles, namely the [up] and [down] quarks, plus the electron and its neutrino.[22] (Higher generations particles quickly decay into first-generation particles, and thus are not commonly encountered.[23])

This definition of ordinary matter is more subtle than it first appears. All the particles that make up ordinary matter (leptons and quarks) are elementary fermions, while all the force carriers are elementary bosons.[24] The W and Z bosons that mediate the weak force are not made of quarks or leptons, and so are not ordinary matter, even if they have mass.[25] In other words, mass is not something that is exclusive to ordinary matter.

The quark–lepton definition of ordinary matter, however, identifies not only the elementary building blocks of matter, but also includes composites made from the constituents (atoms and molecules, for example). Such composites contain an interaction energy that holds the constituents together, and may constitute the bulk of the mass of the composite. As an example, to a great extent, the mass of an atom is simply the sum of the masses of its constituent protons, neutrons and electrons. However, digging deeper, the protons and neutrons are made up of quarks bound together by gluon fields (see dynamics of quantum chromodynamics) and these gluons fields contribute significantly to the mass of hadrons.[26] In other words, most of what composes the "mass" of ordinary matter is due to the binding energy of quarks within protons and neutrons.[27] For example, the sum of the mass of the three quarks in a nucleon is approximately 12.5 MeV/c2, which is low compared to the mass of a nucleon (approximately 938 MeV/c2).[23][28] The bottom line is that most of the mass of everyday objects comes from the interaction energy of its elementary components.

 Smaller building blocks issue

The Standard Model groups matter particles into three generations, where each generation consists of two quarks and two leptons. The first generation is the up and down quarks, the electron and the electron neutrino; the second includes the charm and strange quarks, the muon and the muon neutrino; the third generation consists of the top and bottom quarks and the tau and tau neutrino.[29] The most natural explanation for this would be that quarks and leptons of higher generations are excited states of the first generations. If this turns out to be the case, it would imply that quarks and leptons are composite particles, rather than elementary particles.[30]

 Structure

In particle physics, fermions are particles that obey Fermi–Dirac statistics. Fermions can be elementary, like the electron—or composite, like the proton and neutron. In the Standard Model, there are two types of elementary fermions: quarks and leptons, which are discussed next.

 Quarks

Main article: Quark

Quarks are particles of spin-1⁄2, implying that they are fermions. They carry an electric charge of −1⁄3 e (down-type quarks) or +2⁄3 e (up-type quarks). For comparison, an electron has a charge of −1 e. They also carry colour charge, which is the equivalent of the electric charge for the strong interaction. Quarks also undergo radioactive decay, meaning that they are subject to the weak interaction. Quarks are massive particles, and therefore are also subject to gravity.


Quark properties[31]

	name
	symbol
	spin
	electric charge

(e)
	mass

(MeV/c2)
	mass comparable to
	antiparticle
	antiparticle

symbol



	up-type quarks



	up
	u
	1⁄2
	+2⁄3
	1.5 to 3.3
	~ 5 electrons
	antiup
	u



	charm
	c
	1⁄2
	+2⁄3
	1160 to 1340
	~ 1 proton
	anticharm
	c



	top
	t
	1⁄2
	+2⁄3
	169,100 to 173,300
	~ 180 protons or

~ 1 tungsten atom
	antitop
	t



	down-type quarks



	down
	d
	1⁄2
	−1⁄3
	3.5 to 6.0
	~ 10 electrons
	antidown
	d



	strange
	s
	1⁄2
	−1⁄3
	70 to 130
	~ 200 electrons
	antistrange
	s



	bottom
	b
	1⁄2
	−1⁄3
	4130 to 4370
	~ 5 protons
	antibottom
	b
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Quark structure of a proton: 2 up quarks and 1 down quark.





 Baryonic matter

Main article: Baryon

Baryons are strongly interacting fermions, and so are subject to Fermi-Dirac statistics. Amongst the baryons are the protons and neutrons, which occur in atomic nuclei, but many other unstable baryons exist as well. The term baryon usually refers to triquarks—particles made of three quarks. "Exotic" baryons made of four quarks and one antiquark are known as the pentaquarks, but their existence is not generally accepted.

Baryonic matter is the part of the universe that is made of baryons (including all atoms). This part of the universe does not include dark energy, dark matter, black holes or various forms of degenerate matter, such as compose white dwarf stars and neutron stars. Microwave light seen by Wilkinson Microwave Anisotropy Probe (WMAP), suggests that only about 4.6% of that part of the universe within range of the best telescopes (that is, matter that may be visible because light could reach us from it), is made of baryonic matter. About 23% is dark matter, and about 72% is dark energy.[32]
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A comparison between the white dwarf IK Pegasi B (center), its A-class companion IK Pegasi A (left) and the Sun (right). This white dwarf has a surface temperature of 35,500 K.





 Degenerate matter

Main article: Degenerate matter

In physics, degenerate matter refers to the ground state of a gas of fermions at a temperature near absolute zero.[33] The Pauli exclusion principle requires that only two fermions can occupy a quantum state, one spin-up and the other spin-down. Hence, at zero temperature, the fermions fill up sufficient levels to accommodate all the available fermions—and in the case of many fermions, the maximum kinetic energy (called the Fermi energy) and the pressure of the gas becomes very large, and depends on the number of fermions rather than the temperature, unlike normal states of matter.

Degenerate matter is thought to occur during the evolution of heavy stars.[34] The demonstration by Subrahmanyan Chandrasekhar that white dwarf stars have a maximum allowed mass because of the exclusion principle caused a revolution in the theory of star evolution.[35]

Degenerate matter includes the part of the universe that is made up of neutron stars and white dwarfs.

 Strange matter

Main article: Strange matter

Strange matter is a particular form of quark matter, usually thought of as a liquid of up, down, and strange quarks. It is contrasted with nuclear matter, which is a liquid of neutrons and protons (which themselves are built out of up and down quarks), and with non-strange quark matter, which is a quark liquid that contains only up and down quarks. At high enough density, strange matter is expected to be color superconducting. Strange matter is hypothesized to occur in the core of neutron stars, or, more speculatively, as isolated droplets that may vary in size from femtometers (strangelets) to kilometers (quark stars).

 Two meanings of the term "strange matter"

In particle physics and astrophysics, the term is used in two ways, one broader and the other more specific.


	The broader meaning is just quark matter that contains three flavors of quarks: up, down, and strange. In this definition, there is a critical pressure and an associated critical density, and when nuclear matter (made of protons and neutrons) is compressed beyond this density, the protons and neutrons dissociate into quarks, yielding quark matter (probably strange matter).

	The narrower meaning is quark matter that is more stable than nuclear matter. The idea that this could happen is the "strange matter hypothesis" of Bodmer[36] and Witten.[37] In this definition, the critical pressure is zero: the true ground state of matter is always quark matter. The nuclei that we see in the matter around us, which are droplets of nuclear matter, are actually metastable, and given enough time (or the right external stimulus) would decay into droplets of strange matter, i.e. strangelets.



 Leptons

Main article: Lepton

Leptons are particles of spin-1⁄2, meaning that they are fermions. They carry an electric charge of −1 e (charged leptons) or 0 e (neutrinos). Unlike quarks, leptons do not carry colour charge, meaning that they do not experience the strong interaction. Leptons also undergo radioactive decay, meaning that they are subject to the weak interaction. Leptons are massive particles, therefore are subject to gravity.


Lepton properties

	name
	symbol
	spin
	electric charge

(e)
	mass

(MeV/c2)
	mass comparable to
	antiparticle
	antiparticle

symbol



	charged leptons[38]



	electron
	e−
	1⁄2
	−1
	0.5110
	1 electron
	antielectron
	e+



	muon
	μ−
	1⁄2
	−1
	105.7
	~ 200 electrons
	antimuon
	μ+



	tau
	τ−
	1⁄2
	−1
	1,777
	~ 2 protons
	antitau
	τ+



	neutrinos[39]



	electron neutrino
	ν

e
	1⁄2
	0
	< 0.000460
	< 1⁄1000 electron
	electron antineutrino
	ν

e



	muon neutrino
	ν

μ
	1⁄2
	0
	< 0.19
	< 1⁄2 electron
	muon antineutrino
	ν

μ



	tau neutrino
	ν

τ
	1⁄2
	0
	< 18.2
	< 40 electrons
	tau antineutrino
	ν

τ




 Phases

Main article: Phase (matter)

See also: Phase diagram and State of matter
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Phase diagram for a typical substance at a fixed volume. Vertical axis is Pressure, horizontal axis is Temperature. The green line marks the freezing point (above the green line is solid, below it is liquid) and the blue line the boiling point (above it is liquid and below it is gas). So, for example, at higher T, a higher P is necessary to maintain the substance in liquid phase. At the triple point the three phases; liquid, gas and solid; can coexist. Above the critical point there is no detectable difference between the phases. The dotted line shows the anomalous behavior of water: ice melts at constant temperature with increasing pressure.[40]





In bulk[disambiguation needed], matter can exist in several different forms, or states of aggregation, known as phases,[41] depending on ambient pressure, temperature and volume.[42] A phase is a form of matter that has a relatively uniform chemical composition and physical properties (such as density, specific heat, refractive index, and so forth). These phases include the three familiar ones (solids, liquids, and gases), as well as more exotic states of matter (such as plasmas, superfluids, supersolids, Bose–Einstein condensates, ...). A fluid may be a liquid, gas or plasma. There are also paramagnetic and ferromagnetic phases of magnetic materials. As conditions change, matter may change from one phase into another. These phenomena are called phase transitions, and are studied in the field of thermodynamics. In nanomaterials, the vastly increased ratio of surface area to volume results in matter that can exhibit properties entirely different from those of bulk material, and not well described by any bulk phase (see nanomaterials for more details).

Phases are sometimes called states of matter, but this term can lead to confusion with thermodynamic states. For example, two gases maintained at different pressures are in different thermodynamic states (different pressures), but in the same phase (both are gases).

 Antimatter

Main article: Antimatter


List of unsolved problems in physics

	Baryon asymmetry. Why is there far more matter than antimatter in the observable universe?




In particle physics and quantum chemistry, antimatter is matter that is composed of the antiparticles of those that constitute ordinary matter. If a particle and its antiparticle come into contact with each other, the two annihilate; that is, they may both be converted into other particles with equal energy in accordance with Einstein's equation E = mc2. These new particles may be high-energy photons (gamma rays) or other particle–antiparticle pairs. The resulting particles are endowed with an amount of kinetic energy equal to the difference between the rest mass of the products of the annihilation and the rest mass of the original particle-antiparticle pair, which is often quite large.

Antimatter is not found naturally on Earth, except very briefly and in vanishingly small quantities (as the result of radioactive decay, lightning or cosmic rays). This is because antimatter that came to exist on Earth outside the confines of a suitable physics laboratory would almost instantly meet the ordinary matter that Earth is made of, and be annihilated. Antiparticles and some stable antimatter (such as antihydrogen) can be made in tiny amounts, but not in enough quantity to do more than test a few of its theoretical properties.

There is considerable speculation both in science and science fiction as to why the observable universe is apparently almost entirely matter, and whether other places are almost entirely antimatter instead. In the early universe, it is thought that matter and antimatter were equally represented, and the disappearance of antimatter requires an asymmetry in physical laws called the charge parity (or CP symmetry) violation. CP symmetry violation can be obtained from the Standard Model,[43] but at this time the apparent asymmetry of matter and antimatter in the visible universe is one of the great unsolved problems in physics. Possible processes by which it came about are explored in more detail under baryogenesis.

 Other types of matter
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Pie chart showing the fractions of energy in the universe contributed by different sources. Ordinary matter is divided into luminous matter (the stars and luminous gases and 0.005% radiation) and nonluminous matter (intergalactic gas and about 0.1% neutrinos and 0.04% supermassive black holes). Ordinary matter is uncommon. Modeled after Ostriker and Steinhardt.[44] For more information, see NASA.





Ordinary matter, in the quarks and leptons definition, constitutes about 4% of the energy of the observable universe. The remaining energy is theorized to be due to exotic forms, of which 23% is dark matter[45][46] and 73% is dark energy.[47][48]
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Galaxy rotation curve for the Milky Way. Vertical axis is speed of rotation about the galactic center. Horizontal axis is distance from the galactic center. The sun is marked with a yellow ball. The observed curve of speed of rotation is blue. The predicted curve based upon stellar mass and gas in the Milky Way is red. The difference is due to dark matter or perhaps a modification of the law of gravity.[49][50][51] Scatter in observations is indicated roughly by gray bars.





 Dark matter

Main articles: Dark matter, Lambda-CDM model, and WIMPs

See also: Galaxy formation and evolution and Dark matter halo

In astrophysics and cosmology, dark matter is matter of unknown composition that does not emit or reflect enough electromagnetic radiation to be observed directly, but whose presence can be inferred from gravitational effects on visible matter.[52][53] Observational evidence of the early universe and the big bang theory require that this matter have energy and mass, but is not composed of either elementary fermions (as above) OR gauge bosons. The commonly accepted view is that most of the dark-matter is non-baryonic in nature.[52] As such, it is composed of particles as yet unobserved in the laboratory. Perhaps they are supersymmetric particles,[54] which are not Standard Model particles, but relics formed at very high energies in the early phase of the universe and still floating about.[52]

 Dark energy

Main article: Dark energy

See also: Big bang#Dark energy

In cosmology, dark energy is the name given to the antigravitating influence that is accelerating the rate of expansion of the universe. It is known not to be composed of known particles like protons, neutrons or electrons, nor of the particles of dark matter, because these all gravitate.[55][56]


Fully 70% of the matter density in the universe appears to be in the form of dark energy. Twenty-six percent is dark matter. Only 4% is ordinary matter. So less than 1 part in 20 is made out of matter we have observed experimentally or described in the standard model of particle physics. Of the other 96%, apart from the properties just mentioned, we know absolutely nothing.

— Lee Smolin: The Trouble with Physics, p. 16



 Exotic matter

Main article: Exotic matter

Exotic matter is a hypothetical concept of particle physics. It covers any material that violates one or more classical conditions or is not made of known baryonic particles. Such materials would possess qualities like negative mass or being repelled rather than attracted by gravity.

 Historical development

 Origins

The pre-Socratics were among the first recorded speculators about the underlying nature of the visible world. Thales (c. 624 BC–c. 546 BC) regarded water as the fundamental material of the world. Anaximander (c. 610 BC–c. 546 BC) posited that the basic material was wholly characterless or limitless: the Infinite (apeiron). Anaximenes (flourished 585 BC, d. 528 BC) posited that the basic stuff was pneuma or air. Heraclitus (c. 535–c. 475 BC) seems to say the basic element is fire, though perhaps he means that all is change. Empedocles (c. 490–430 BC) spoke of four elements of which everything was made: earth, water, air, and fire.[57] Meanwhile, Parmenides argued that change does not exist, and Democritus argued that everything is composed of minuscule, inert bodies of all shapes called atoms, a philosophy called atomism. All of these notions had deep philosophical problems.[58]

Aristotle (384 BC – 322 BC) was the first to put the conception on a sound philosophical basis, which he did in his natural philosophy, especially in Physics book I.[59] He adopted as reasonable suppositions the four Empedoclean elements, but added a fifth, aether. Nevertheless these elements are not basic in Aristotle's mind. Rather they, like everything else in the visible world, are composed of the basic principles matter and form.

The word Aristotle uses for matter, ὑλη (hyle or hule), can be literally translated as wood or timber, that is, "raw material" for building.[60] Indeed, Aristotle's conception of matter is intrinsically linked to something being made or composed. In other words, in contrast to the early modern conception of matter as simply occupying space, matter for Aristotle is definitionally linked to process or change: matter is what underlies a change of substance.

For example, a horse eats grass: the horse changes the grass into itself; the grass as such does not persist in the horse, but some aspect of it—its matter—does. The matter is not specifically described (e.g., as atoms), but consists of whatever persists in the change of substance from grass to horse. Matter in this understanding does not exist independently (i.e., as a substance), but exists interdependently (i.e., as a "principle") with form and only insofar as it underlies change. It can be helpful to conceive of the relationship of matter and form as very similar to that between parts and whole. For Aristotle, matter as such can only receive actuality from form; it has no activity or actuality in itself, similar to the way that parts as such only have their existence in a whole (otherwise they would be independent wholes).

 Early modernity

René Descartes (1596–1650) originated the modern conception of matter. He was primarily a geometer. Instead of, like Aristotle, deducing the existence of matter from the physical reality of change, Descartes arbitrarily postulated matter to be an abstract, mathematical substance that occupies space:


So, extension in length, breadth, and depth, constitutes the nature of bodily substance; and thought constitutes the nature of thinking substance. And everything else attributable to body presupposes extension, and is only a mode of extended

— René Descartes, Principles of Philosophy[61]



For Descartes, matter has only the property of extension, so its only activity aside from locomotion is to exclude other bodies:[62] this is the mechanical philosophy. Descartes makes an absolute distinction between mind, which he defines as unextended, thinking substance, and matter, which he defines as unthinking, extended substance.[63] They are independent things. In contrast, Aristotle defines matter and the formal/forming principle as complementary principles that together compose one independent thing (substance). In short, Aristotle defines matter (roughly speaking) as what things are actually made of (with a potential independent existence), but Descartes elevates matter to an actual independent thing in itself.

The continuity and difference between Descartes' and Aristotle's conceptions is noteworthy. In both conceptions, matter is passive or inert. In the respective conceptions matter has different relationships to intelligence. For Aristotle, matter and intelligence (form) exist together in an interdependent relationship, whereas for Descartes, matter and intelligence (mind) are definitionally opposed, independent substances.[64]

Descartes' justification for restricting the inherent qualities of matter to extension is its permanence, but his real criterion is not permanence (which equally applied to color and resistance), but his desire to use geometry to explain all material properties.[65] Like Descartes, Hobbes, Boyle, and Locke argued that the inherent properties of bodies were limited to extension, and that so-called secondary qualities, like color, were only products of human perception.[66]

Isaac Newton (1643–1727) inherited Descartes' mechanical conception of matter. In the third of his "Rules of Reasoning in Philosophy," Newton lists the universal qualities of matter as "extension, hardness, impenetrability, mobility, and inertia."[67] Similarly in Optics he conjectures that God created matter as "solid, massy, hard, impenetrable, movable particles," which were "...even so very hard as never to wear or break in pieces."[68] The "primary" properties of matter were amenable to mathematical description, unlike "secondary" qualities such as color or taste. Like Descartes, Newton rejected the essential nature of secondary qualities.[69]

Newton developed Descartes' notion of matter by restoring to matter intrinsic properties in addition to extension (at least on a limited basis), such as mass. Newton's use of gravitational force, which worked "at a distance," effectively repudiated Descartes' mechanics, in which interactions happened exclusively by contact.[70]

Though Newton's gravity would seem to be a power of bodies, Newton himself did not admit it to be an essential property of matter. Carrying the logic forward more consistently, Joseph Priestley argued that corporeal properties transcend contact mechanics: chemical properties require the capacity for attraction.[70] He argued matter has other inherent powers besides the so-called primary qualities of Descartes, et al.[71]

Since Priestley's time, there has been a massive expansion in knowledge of the constituents of the material world (viz., molecules, atoms, subatomic particles), but there has been no further development in the definition of matter. Rather the question has been set aside. Noam Chomsky summarizes the situation that has prevailed since that time:


What is the concept of body that finally emerged?[...] The answer is that there is no clear and definite conception of body.[...] Rather, the material world is whatever we discover it to be, with whatever properties it must be assumed to have for the purposes of explanatory theory. Any intelligible theory that offers genuine explanations and that can be assimilated to the core notions of physics becomes part of the theory of the material world, part of our account of body. If we have such a theory in some domain, we seek to assimilate it to the core notions of physics, perhaps modifying these notions as we carry out this enterprise.

— Noam Chomsky, 'Language and problems of knowledge: the Managua lectures, p. 144[70]



So matter is whatever physics studies and the object of study of physics is matter: there is no independent general definition of matter, apart from its fitting into the methodology of measurement and controlled experimentation. In sum, the boundaries between what constitutes matter and everything else remains as vague as the demarcation problem of delimiting science from everything else.[72]

 Late nineteenth and early twentieth centuries

In the 19th century, following the development of the periodic table, and of atomic theory, atoms were seen as being the fundamental constituents of matter; atoms formed molecules and compounds.[73]

The common definition in terms of occupying space and having mass is in contrast with most physical and chemical definitions of matter, which rely instead upon its structure and upon attributes not necessarily related to volume and mass. At the turn of the nineteenth century, the knowledge of matter began a rapid evolution.

Aspects of the Newtonian view still held sway. James Clerk Maxwell discussed matter in his work Matter and Motion.[74] He carefully separates "matter" from space and time, and defines it in terms of the object referred to in Newton's first law of motion.

However, the Newtonian picture was not the whole story. In the 19th century, the term "matter" was actively discussed by a host of scientists and philosophers, and a brief outline can be found in Levere.[75][further explanation needed] A textbook discussion from 1870 suggests matter is what is made up of atoms:[76]


Three divisions of matter are recognized in science: masses, molecules and atoms.

A Mass of matter is any portion of matter appreciable by the senses.

A Molecule is the smallest particle of matter into which a body can be divided without losing its identity.

An Atom is a still smaller particle produced by division of a molecule.



Rather than simply having the attributes of mass and occupying space, matter was held to have chemical and electrical properties. The famous physicist J. J. Thomson wrote about the "constitution of matter" and was concerned with the possible connection between matter and electrical charge.[77]

 Later developments

There is an entire literature concerning the "structure of matter", ranging from the "electrical structure" in the early 20th century,[78] to the more recent "quark structure of matter", introduced today with the remark: Understanding the quark structure of matter has been one of the most important advances in contemporary physics.[79][further explanation needed] In this connection, physicists speak of matter fields, and speak of particles as "quantum excitations of a mode of the matter field".[9][10] And here is a quote from de Sabbata and Gasperini: "With the word "matter" we denote, in this context, the sources of the interactions, that is spinor fields (like quarks and leptons), which are believed to be the fundamental components of matter, or scalar fields, like the Higgs particles, which are used to introduced mass in a gauge theory (and that, however, could be composed of more fundamental fermion fields)."[80][further explanation needed]

The modern conception of matter has been refined many times in history, in light of the improvement in knowledge of just what the basic building blocks are, and in how they interact.

In the late 19th century with the discovery of the electron, and in the early 20th century, with the discovery of the atomic nucleus, and the birth of particle physics, matter was seen as made up of electrons, protons and neutrons interacting to form atoms. Today, we know that even protons and neutrons are not indivisible, they can be divided into quarks, while electrons are part of a particle family called leptons. Both quarks and leptons are elementary particles, and are currently seen as being the fundamental constituents of matter.[81]

These quarks and leptons interact through four fundamental forces: gravity, electromagnetism, weak interactions, and strong interactions. The Standard Model of particle physics is currently the best explanation for all of physics, but despite decades of efforts, gravity cannot yet be accounted for at the quantum-level; it is only described by classical physics (see quantum gravity and graviton).[82] Interactions between quarks and leptons are the result of an exchange of force-carrying particles (such as photons) between quarks and leptons.[83] The force-carrying particles are not themselves building blocks. As one consequence, mass and energy (which cannot be created or destroyed) cannot always be related to matter (which can be created out of non-matter particles such as photons, or even out of pure energy, such as kinetic energy). Force carriers are usually not considered matter: the carriers of the electric force (photons) possess energy (see Planck relation) and the carriers of the weak force (W and Z bosons) are massive, but neither are considered matter either.[84] However, while these particles are not considered matter, they do contribute to the total mass of atoms, subatomic particles, and all systems that contain them.[85][86]

 Summary

The term "matter" is used throughout physics in a bewildering variety of contexts: for example, one refers to "condensed matter physics",[87] "elementary matter",[88] "partonic" matter, "dark" matter, "anti"-matter, "strange" matter, and "nuclear" matter. In discussions of matter and antimatter, normal matter has been referred to by Alfvén as koinomatter.[89] It is fair to say that in physics, there is no broad consensus as to a general definition of matter, and the term "matter" usually is used in conjunction with a specifying modifier.
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For other uses, see Time travel (disambiguation).

"Time machine" redirects here. For other uses, see Time machine (disambiguation).

Time travel is the concept of moving between different points in time in a manner analogous to moving between different points in space.

Time travel could hypothetically involve moving backward in time to a moment earlier than the starting point, or forward to the future of that point without the need for the traveler to experience the intervening period (at least not at the normal rate). Any technological device – whether fictional, hypothetical or actual – that would be used to achieve time travel is commonly known as a time machine.[1]

See also: Time travel in fiction
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 Literature timeline


	700s BC to 300s AC – Story of Raivata in the Mahabharata

	200s to 400s AC – Story of Honi HaM'agel in the Talmud

	720 AC – "Urashima Tarō" in the Nihon Shoki

	1733 – Samuel Madden's Memoirs of the Twentieth Century

	1771 – Louis-Sébastien Mercier's L'An 2440, rêve s'il en fût jamais

	1781 – Johan Herman Wessel's Anno 7603

	1819 – Washington Irving's "Rip Van Winkle"

	1824 – Faddey Bulgarin's "Pravdopodobnie Nebylitsi"

	1827 – Goethe Faust fragment

	1828 – Hans Christian Andersen's Journey on Foot from Holmen's Canal to the East Point of Amager

	1832 – Goethe's Faust: The Second Part of the Tragedy

	1836 – Alexander Veltman's Predki Kalimerosa

	1838 – Hans Christian Andersen's The Goloshes of Fortune

	1838 – Missing One's Coach: An Anachronism

	1843 – Charles Dickens' A Christmas Carol

	1861 – Pierre Boitard's Paris avant les hommes

	1881 – Edward Page Mitchell's The Clock That Went Backward

	1887 – Enrique Gaspar y Rimbau's El anacronópete

	1888 – H. G. Wells' The Chronic Argonauts

	1889 – Mark Twain's A Connecticut Yankee in King Arthur's Court

	1895 – H. G. Wells' The Time Machine



 Forward time travel

There is no widespread agreement as to which written work should be recognized as the earliest example of a time travel story, since a number of early works feature elements ambiguously suggestive of time travel. Ancient folk tales and myths sometimes involved something akin to travelling forward in time; for example, in Hindu mythology, the Mahabharata mentions the story of the King Revaita, who travels to heaven to meet the creator Brahma and is shocked to learn that many ages have passed when he returns to Earth.[2][3]

Another one of the earliest known stories to involve traveling forward in time to a distant future was the Japanese tale of "Urashima Tarō",[4] first described in the Nihongi (720).[5] It was about a young fisherman named Urashima Taro who visits an undersea palace and stays there for three days. After returning home to his village, he finds himself 300 years in the future, when he is long forgotten, his house in ruins, and his family long dead. Another very old example of this type of story can be found in the Talmud with the story of Honi HaM'agel who went to sleep for 70 years and woke up to a world where his grandchildren were grandparents and where all his friends and family were dead.[6]
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More recently, Washington Irving's 1819 story "Rip Van Winkle" tells of a man named Rip Van Winkle who takes a nap on a mountain and wakes up 20 years in the future, when he has been forgotten, his wife dead, and his daughter grown up.[4]

Sleep was also used for time travel in Faddey Bulgarin's story "Pravdopodobnie Nebylitsi" in which the protagonist wakes up in the 29th century.[citation needed]

Another more recent story involving travel to the future is Louis-Sébastien Mercier's L'An 2440, rêve s'il en fût jamais ("The Year 2440: A Dream If Ever There Were One"), a utopian novel in which the main character is transported to the year 2440. An extremely popular work (it went through 25 editions after its first appearance in 1771), it describes the adventures of an unnamed man who, after engaging in a heated discussion with a philosopher friend about the injustices of Paris, falls asleep and finds himself in a Paris of the future. Robert Darnton writes that "despite its self-proclaimed character of fantasy...L'An 2440 demanded to be read as a serious guidebook to the future."[7]

 Backward time travel

Backwards time travel seems to be a more modern idea, but its origin is also somewhat ambiguous. One early story with hints of backwards time travel is Memoirs of the Twentieth Century (1733) by Samuel Madden, which is mainly a series of letters from British ambassadors in various countries to the British Lord High Treasurer, along with a few replies from the British Foreign Office, all purportedly written in 1997 and 1998 and describing the conditions of that era.[8] However, the framing story is that these letters were actual documents given to the narrator by his guardian angel one night in 1728; for this reason, Paul Alkon suggests in his book Origins of Futuristic Fiction that "the first time-traveler in English literature is a guardian angel who returns with state documents from 1998 to the year 1728",[9] although the book does not explicitly show how the angel obtained these documents. Alkon later qualifies this by writing, "It would be stretching our generosity to praise Madden for being the first to show a traveler arriving from the future", but also says that Madden "deserves recognition as the first to toy with the rich idea of time-travel in the form of an artifact sent backwards from the future to be discovered in the present."[8]
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In 1836 Alexander Veltman published Predki Kalimerosa: Aleksandr Filippovich Makedonskii (The Forebears of Kalimeros: Alexander, son of Philip of Macedon), which has been called the first original Russian science fiction novel and the first novel to use time travel.[10] In it the narrator rides to ancient Greece on a hippogriff, meets Aristotle, and goes on a voyage with Alexander the Great before returning to the 19th century.

In the science fiction anthology Far Boundaries (1951), the editor August Derleth identifies the short story "Missing One's Coach: An Anachronism", written for the Dublin Literary Magazine[11] by an anonymous author in 1838, as a very early time travel story.[12] In this story, the narrator is waiting under a tree to be picked up by a coach which will take him out of Newcastle, when he suddenly finds himself transported back over a thousand years. He encounters the Venerable Bede in a monastery, and gives him somewhat ironic explanations of the developments of the coming centuries. However, the story never makes it clear whether these events actually occurred or were merely a dream—the narrator says that when he initially found a comfortable-looking spot in the roots of the tree, he sat down, "and as my sceptical reader will tell me, nodded and slept", but then says that he is "resolved not to admit" this explanation.

A number of dreamlike elements of the story may suggest otherwise to the reader, such as the fact that none of the members of the monastery seem to be able to see him at first, and the abrupt ending in which Bede has been delayed talking to the narrator and so the other monks burst in thinking that some harm has come to him, and suddenly the narrator finds himself back under the tree in the present (August 1837), with his coach having just passed his spot on the road, leaving him stranded in Newcastle for another night.[13]

Charles Dickens' 1843 book A Christmas Carol is considered by some[14] to be one of the first depictions of time travel in both directions, as the main character, Ebenezer Scrooge, is transported to Christmases past, present and yet to come. These might be considered mere visions rather than actual time travel, though, since Scrooge only viewed each time period passively, unable to interact with them.

A more clear example of backwards time travel is found in the popular 1861 book Paris avant les hommes (Paris before Men) by the French botanist and geologist Pierre Boitard, published posthumously. In this story the main character is transported into the prehistoric past by the magic of a "lame demon" (a French pun on Boitard's name), where he encounters such extinct animals as a Plesiosaur, as well as Boitard's imagined version of an apelike human ancestor, and is able to actively interact with some of them.[15]

Another early example of backwards time travel in fiction is the short story The Clock That Went Backward by Edward Page Mitchell,[16] which appeared in the New York Sun in 1881.

Mark Twain's A Connecticut Yankee in King Arthur's Court (1889), in which the protagonist finds himself in the time of King Arthur after a fight in which he is hit with a sledge hammer, was another early time travel story which helped bring the concept to a wide audience, and was also one of the first stories to show history being changed by the time traveler's actions.[citation needed]

The first time travel story to feature time travel by means of a time machine was Enrique Gaspar y Rimbau's 1887 book El Anacronópete.[17] This idea gained popularity with the H. G. Wells story The Time Machine, published in 1895 (preceded by a less influential story of time travel Wells wrote in 1888, titled The Chronic Argonauts), which also featured a time machine and which is often seen as an inspiration for all later science fiction stories featuring time travel using a vehicle that allows an operator to travel purposefully and selectively. The term "time machine", coined by Wells, is now universally used to refer to such a vehicle.[citation needed]

Since that time, both science and fiction (see Time travel in fiction) have expanded on the concept of time travel.

 Theory

Some theories, most notably special and general relativity, suggest that suitable geometries of spacetime, or specific types of motion in space, might allow time travel into the past and future if these geometries or motions are possible.[18] In technical papers, physicists generally avoid the commonplace language of "moving" or "traveling" through time ("movement" normally refers only to a change in spatial position as the time coordinate is varied), and instead discuss the possibility of closed timelike curves, which are worldlines that form closed loops in spacetime, allowing objects to return to their own past. There are known to be solutions to the equations of general relativity that describe spacetimes which contain closed timelike curves (such as Gödel spacetime), but the physical plausibility of these solutions is uncertain.

Relativity predicts that if one were to move away from the Earth at relativistic velocities and return, more time would have passed on Earth than for the traveler, so in this sense it is accepted that relativity allows "travel into the future" (according to relativity there is no single objective answer to how much time has really passed between the departure and the return, but there is an objective answer to how much proper time has been experienced by both the Earth and the traveler, i.e., how much each has aged; see twin paradox). On the other hand, many in the scientific community believe that backwards time travel is highly unlikely. Any theory that would allow time travel would introduce potential problems of causality. The classic example of a problem involving causality is the "grandfather paradox": what if one were to go back in time and kill one's own grandfather before one's father was conceived? But some scientists believe that paradoxes can be avoided, by appealing either to the Novikov self-consistency principle or to the notion of branching parallel universes (see the 'Paradoxes' section below).

 Tourism in time

Stephen Hawking has suggested that the absence of tourists from the future is an argument against the existence of time travel—a variant of the Fermi paradox. Of course this would not prove that time travel is physically impossible, since it might be that time travel is physically possible but that it is never developed (or is cautiously never used); and even if it is developed, Hawking notes elsewhere that time travel might only be possible in a region of spacetime that is warped in the correct way, and that if we cannot create such a region until the future, then time travelers would not be able to travel back before that date, so "This picture would explain why we haven't been over run  [sic] by tourists from the future."[19] Carl Sagan also once suggested the possibility that time travelers could be here, but are disguising their existence or are not recognized as time travelers.[20]

 General relativity

However, the theory of general relativity does suggest a scientific basis for the possibility of backwards time travel in certain unusual scenarios, although arguments from semiclassical gravity suggest that when quantum effects are incorporated into general relativity, these loopholes may be closed.[21] These semiclassical arguments led Hawking to formulate the chronology protection conjecture, suggesting that the fundamental laws of nature prevent time travel,[22] but physicists cannot come to a definite judgment on the issue without a theory of quantum gravity to join quantum mechanics and general relativity into a completely unified theory.[23]

 In physics

Time travel to the past is theoretically allowed using the following methods:[24]


	Travelling faster than the speed of light

	The use of cosmic strings and black holes

	Wormholes and Alcubierre drive



 Via faster-than-light (FTL) travel

If one were able to move information or matter from one point to another faster than light, then according to special relativity, there would be some inertial frame of reference in which the signal or object was moving backward in time. This is a consequence of the relativity of simultaneity in special relativity, which says that in some cases different reference frames will disagree on whether two events at different locations happened "at the same time" or not, and they can also disagree on the order of the two events (technically, these disagreements occur when the spacetime interval between the events is 'space-like', meaning that neither event lies in the future light cone of the other).[25] If one of the two events represents the sending of a signal from one location and the second event represents the reception of the same signal at another location, then as long as the signal is moving at the speed of light or slower, the mathematics of simultaneity ensures that all reference frames agree that the transmission-event happened before the reception-event.[25]

However, in the case of a hypothetical signal moving faster than light, there would always be some frames in which the signal was received before it was sent, so that the signal could be said to have moved backwards in time. And since one of the two fundamental postulates of special relativity says that the laws of physics should work the same way in every inertial frame, then if it is possible for signals to move backwards in time in any one frame, it must be possible in all frames. This means that if observer A sends a signal to observer B which moves FTL (faster than light) in A's frame but backwards in time in B's frame, and then B sends a reply which moves FTL in B's frame but backwards in time in A's frame, it could work out that A receives the reply before sending the original signal, a clear violation of causality in every frame. An illustration of such a scenario using spacetime diagrams can be found here.[26] The scenario is sometimes referred to as a tachyonic antitelephone.

According to special relativity, it would take an infinite amount of energy to accelerate a slower-than-light object to the speed of light. Although relativity does not forbid the theoretical possibility of tachyons which move faster than light at all times, when analyzed using quantum field theory, it seems that it would not actually be possible to use them to transmit information faster than light.[27] There is also no widely agreed-upon evidence for the existence of tachyons; the faster-than-light neutrino anomaly had suggested that neutrinos were possibly tachyons, but the results of the experiment were found to be invalid upon further analysis. Another group of experimenters state that a lack of radiation posited by a theory indicates the neutrinos cannot have really been traveling faster than light.[28] The OPERA team leader, Dario Autiero, and CERN's research director, Sergio Bertolucci, note other explanations are possible for the lack of neutrino energy loss via radiation.[29][30]

 Special spacetime geometries

The general theory of relativity extends the special theory to cover gravity, illustrating it in terms of curvature in spacetime caused by mass-energy and the flow of momentum. General relativity describes the universe under a system of field equations, and there exist solutions to these equations that permit what are called "closed time-like curves," and hence time travel into the past.[18] The first of these was proposed by Kurt Gödel, a solution known as the Gödel metric, but his (and many others') example requires the universe to have physical characteristics that it does not appear to have.[18] Whether general relativity forbids closed time-like curves for all realistic conditions is unknown.

 Using wormholes

Main article: Wormhole

Wormholes are a hypothetical warped spacetime which are also permitted by the Einstein field equations of general relativity,[31] although it would be impossible to travel through a wormhole unless it were what is known as a traversable wormhole.

A proposed time-travel machine using a traversable wormhole would (hypothetically) work in the following way: One end of the wormhole is accelerated to some significant fraction of the speed of light, perhaps with some advanced propulsion system, and then brought back to the point of origin. Alternatively, another way is to take one entrance of the wormhole and move it to within the gravitational field of an object that has higher gravity than the other entrance, and then return it to a position near the other entrance. For both of these methods, time dilation causes the end of the wormhole that has been moved to have aged less than the stationary end, as seen by an external observer; however, time connects differently through the wormhole than outside it, so that synchronized clocks at either end of the wormhole will always remain synchronized as seen by an observer passing through the wormhole, no matter how the two ends move around.[32] This means that an observer entering the accelerated end would exit the stationary end when the stationary end was the same age that the accelerated end had been at the moment before entry; for example, if prior to entering the wormhole the observer noted that a clock at the accelerated end read a date of 2007 while a clock at the stationary end read 2012, then the observer would exit the stationary end when its clock also read 2007, a trip backwards in time as seen by other observers outside. One significant limitation of such a time machine is that it is only possible to go as far back in time as the initial creation of the machine;[33] in essence, it is more of a path through time than it is a device that itself moves through time, and it would not allow the technology itself to be moved backwards in time. This could provide an alternative explanation for Hawking's observation: a time machine will be built someday, but has not yet been built, so the tourists from the future cannot reach this far back in time.

According to current theories on the nature of wormholes, construction of a traversable wormhole would require the existence of a substance with negative energy (often referred to as "exotic matter"). More technically, the wormhole spacetime requires a distribution of energy that violates various energy conditions, such as the null energy condition along with the weak, strong, and dominant energy conditions.[34] However, it is known that quantum effects can lead to small measurable violations of the null energy condition,[34] and many physicists believe that the required negative energy may actually be possible due to the Casimir effect in quantum physics.[35] Although early calculations suggested a very large amount of negative energy would be required, later calculations showed that the amount of negative energy can be made arbitrarily small.[36]

In 1993, Matt Visser argued that the two mouths of a wormhole with such an induced clock difference could not be brought together without inducing quantum field and gravitational effects that would either make the wormhole collapse or the two mouths repel each other.[37] Because of this, the two mouths could not be brought close enough for causality violation to take place. However, in a 1997 paper, Visser hypothesized that a complex "Roman ring" (named after Tom Roman) configuration of an N number of wormholes arranged in a symmetric polygon could still act as a time machine, although he concludes that this is more likely a flaw in classical quantum gravity theory rather than proof that causality violation is possible.[38]

 Other approaches based on general relativity

Another approach involves a dense spinning cylinder usually referred to as a Tipler cylinder, a GR solution discovered by Willem Jacob van Stockum[39] in 1936 and Kornel Lanczos[40] in 1924, but not recognized as allowing closed timelike curves[41] until an analysis by Frank Tipler[42] in 1974. If a cylinder is infinitely long and spins fast enough about its long axis, then a spaceship flying around the cylinder on a spiral path could travel back in time (or forward, depending on the direction of its spiral). However, the density and speed required is so great that ordinary matter is not strong enough to construct it. A similar device might be built from a cosmic string, but none are known to exist, and it does not seem to be possible to create a new cosmic string.

Physicist Robert Forward noted that a naïve application of general relativity to quantum mechanics suggests another way to build a time machine. A heavy atomic nucleus in a strong magnetic field would elongate into a cylinder, whose density and "spin" are enough to build a time machine. Gamma rays projected at it might allow information (not matter) to be sent back in time; however, he pointed out that until we have a single theory combining relativity and quantum mechanics, we will have no idea whether such speculations are nonsense.[citation needed]

A more fundamental objection to time travel schemes based on rotating cylinders or cosmic strings has been put forward by Stephen Hawking, who proved a theorem showing that according to general relativity it is impossible to build a time machine of a special type (a "time machine with the compactly generated Cauchy horizon") in a region where the weak energy condition is satisfied, meaning that the region contains no matter with negative energy density (exotic matter). Solutions such as Tipler's assume cylinders of infinite length, which are easier to analyze mathematically, and although Tipler suggested that a finite cylinder might produce closed timelike curves if the rotation rate were fast enough,[43] he did not prove this. But Hawking points out that because of his theorem, "it can't be done with positive energy density everywhere! I can prove that to build a finite time machine, you need negative energy."[44] This result comes from Hawking's 1992 paper on the chronology protection conjecture, where he examines "the case that the causality violations appear in a finite region of spacetime without curvature singularities" and proves that "[t]here will be a Cauchy horizon that is compactly generated and that in general contains one or more closed null geodesics which will be incomplete. One can define geometrical quantities that measure the Lorentz boost and area increase on going round these closed null geodesics. If the causality violation developed from a noncompact initial surface, the averaged weak energy condition must be violated on the Cauchy horizon."[45] However, this theorem does not rule out the possibility of time travel 1) by means of time machines with the non-compactly generated Cauchy horizons (such as the Deutsch-Politzer time machine) and 2) in regions which contain exotic matter (which would be necessary for traversable wormholes or the Alcubierre drive). Because the theorem is based on general relativity, it is also conceivable a future theory of quantum gravity which replaced general relativity would allow time travel even without exotic matter (though it is also possible such a theory would place even more restrictions on time travel, or rule it out completely as postulated by Hawking's chronology protection conjecture).

 Experiments carried out

Certain experiments carried out give the impression of reversed causality but are subject to interpretation. For example, in the delayed choice quantum eraser experiment performed by Marlan Scully, pairs of entangled photons are divided into "signal photons" and "idler photons", with the signal photons emerging from one of two locations and their position later measured as in the double-slit experiment, and depending on how the idler photon is measured, the experimenter can either learn which of the two locations the signal photon emerged from or "erase" that information. Even though the signal photons can be measured before the choice has been made about the idler photons, the choice seems to retroactively determine whether or not an interference pattern is observed when one correlates measurements of idler photons to the corresponding signal photons. However, since interference can only be observed after the idler photons are measured and they are correlated with the signal photons, there is no way for experimenters to tell what choice will be made in advance just by looking at the signal photons, and under most interpretations of quantum mechanics the results can be explained in a way that does not violate causality.

The experiment of Lijun Wang might also show causality violation since it made it possible to send packages of waves through a bulb of caesium gas in such a way that the package appeared to exit the bulb 62 nanoseconds before its entry. But a wave package is not a single well-defined object but rather a sum of multiple waves of different frequencies (see Fourier analysis), and the package can appear to move faster than light or even backwards in time even if none of the pure waves in the sum do so. This effect cannot be used to send any matter, energy, or information faster than light,[46] so this experiment is understood not to violate causality either.

The physicists Günter Nimtz and Alfons Stahlhofen, of the University of Koblenz, claim to have violated Einstein's theory of relativity by transmitting photons faster than the speed of light. They say they have conducted an experiment in which microwave photons – energetic packets of light – travelled "instantaneously" between a pair of prisms that had been moved up to 3 ft (0.91 m) apart, using a phenomenon known as quantum tunneling. Nimtz told New Scientist magazine: "For the time being, this is the only violation of special relativity that I know of." However, other physicists say that this phenomenon does not allow information to be transmitted faster than light. Aephraim Steinberg, a quantum optics expert at the University of Toronto, Canada, uses the analogy of a train traveling from Chicago to New York, but dropping off train cars at each station along the way, so that the center of the train moves forward at each stop; in this way, the speed of the center of the train exceeds the speed of any of the individual cars.[47]

Some physicists have performed experiments that attempted to show causality violations, but so far without success. The "Space-time Twisting by Light" (STL) experiment run by physicist Ronald Mallett attempts to observe a violation of causality when a neutron is passed through a circle made up of a laser whose path has been twisted by passing it through a photonic crystal. Mallett has some physical arguments that suggest that closed timelike curves would become possible through the center of a laser that has been twisted into a loop. However, other physicists dispute his arguments (see objections).

Shengwang Du claims in a peer-reviewed journal to have observed single photons' precursors, saying that they travel no faster than c in a vacuum. His experiment involved slow light as well as passing light through a vacuum. He generated two single photons, passing one through rubidium atoms that had been cooled with a laser (thus slowing the light) and passing one through a vacuum. Both times, apparently, the precursors preceded the photons' main bodies, and the precursor travelled at c in a vacuum. According to Du, this implies that there is no possibility of light traveling faster than c (and, thus, violating causality).[48] Some members of the media took this as an indication of proof that time travel was impossible.[49][50]

 Non-physics-based experiments

Several experiments have been carried out to try to entice future humans, who might invent time travel technology, to come back and demonstrate it to people of the present time. Events such as Perth's Destination Day (2005) or MIT's Time Traveler Convention heavily publicized permanent "advertisements" of a meeting time and place for future time travelers to meet. Back in 1982, a group in Baltimore, MD., identifying itself as the Krononauts, hosted an event of this type welcoming visitors from the future.[51][52] These experiments only stood the possibility of generating a positive result demonstrating the existence of time travel, but have failed so far—no time travelers are known to have attended either event. It is hypothetically possible that future humans have travelled back in time, but have travelled back to the meeting time and place in a parallel universe.[53]

Another factor is that for all the time travel devices considered under current physics (such as those that operate using wormholes), it is impossible to travel back to before the time machine was actually made.[54][55]

 Time travel to the future in physics
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Twin paradox diagram





There are various ways in which a person could "travel into the future" in a limited sense: the person could set things up so that in a small amount of his own subjective time, a large amount of subjective time has passed for other people on Earth. For example, an observer might take a trip away from the Earth and back at relativistic velocities, with the trip only lasting a few years according to the observer's own clocks, and return to find that thousands of years had passed on Earth. It should be noted, though, that according to relativity there is no objective answer to the question of how much time "really" passed during the trip; it would be equally valid to say that the trip had lasted only a few years or that the trip had lasted thousands of years, depending on the choice of reference frame.

This form of "travel into the future" is theoretically allowed (and has been demonstrated at very small time scales) using the following methods:[24]


	Using velocity-based time dilation under the theory of special relativity, for instance:

	Traveling at almost the speed of light to a distant star, then slowing down, turning around, and traveling at almost the speed of light back to Earth[56] (see the Twin paradox)





	Using gravitational time dilation under the theory of general relativity, for instance:

	Residing inside of a hollow, high-mass object;

	Residing just outside of the event horizon of a black hole, or sufficiently near an object whose mass or density causes the gravitational time dilation near it to be larger than the time dilation factor on Earth.







Additionally, it might be possible to see the distant future of the Earth using methods which do not involve relativity at all, although it is even more debatable whether these should be deemed a form of "time travel":


	Hibernation

	Suspended animation



 Time dilation
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Transversal time dilation





Main article: Time dilation

Time dilation is permitted by Albert Einstein's special and general theories of relativity. These theories state that, relative to a given observer, time passes more slowly for bodies moving quickly relative to that observer, or bodies that are deeper within a gravity well.[57] For example, a clock which is moving relative to the observer will be measured to run slow in that observer's rest frame; as a clock approaches the speed of light it will almost slow to a stop, although it can never quite reach light speed so it will never completely stop. For two clocks moving inertially (not accelerating) relative to one another, this effect is reciprocal, with each clock measuring the other to be ticking slower. However, the symmetry is broken if one clock accelerates, as in the twin paradox where one twin stays on Earth while the other travels into space, turns around (which involves acceleration), and returns—in this case both agree the traveling twin has aged less. General relativity states that time dilation effects also occur if one clock is deeper in a gravity well than the other, with the clock deeper in the well ticking more slowly; this effect must be taken into account when calibrating the clocks on the satellites of the Global Positioning System, and it could lead to significant differences in rates of aging for observers at different distances from a black hole.

It has been calculated that, under general relativity, a person could travel forward in time at a rate four times that of distant observers by residing inside a spherical shell with a diameter of 5 meters and the mass of Jupiter.[24] For such a person, every one second of their "personal" time would correspond to four seconds for distant observers. Of course, squeezing the mass of a large planet into such a structure is not expected to be within our technological capabilities in the near future.

There is a great deal of experimental evidence supporting the validity of equations for velocity-based time dilation in special relativity[58] and gravitational time dilation in general relativity.[59][60][61] However, with current technologies it is only possible to cause a human traveller to age less than companions on Earth by a very small fraction of a second, the current record being about 20 milliseconds for the cosmonaut Sergei Avdeyev.

 Time perception

Time perception can be apparently sped up for living organisms through hibernation, where the body temperature and metabolic rate of the creature is reduced. A more extreme version of this is suspended animation, where the rates of chemical processes in the subject would be severely reduced.

Time dilation and suspended animation only allow "travel" to the future, never the past, so they do not violate causality, and it is debatable whether they should be called time travel. However time dilation can be viewed as a better fit for our understanding of the term "time travel" than suspended animation, since with time dilation less time actually does pass for the traveler than for those who remain behind, so the traveler can be said to have reached the future faster than others, whereas with suspended animation this is not the case.

 Other ideas from mainstream physics

 Paradoxes

The Novikov self-consistency principle and calculations by Kip S. Thorne[citation needed] indicate that simple masses passing through time travel wormholes could never engender paradoxes—there are no initial conditions that lead to paradox once time travel is introduced. If his results can be generalized, they would suggest, curiously, that none of the supposed paradoxes formulated in time travel stories can actually be formulated at a precise physical level: that is, that any situation you can set up in a time travel story turns out to permit many consistent solutions. The circumstances might, however, turn out to be almost unbelievably strange.[citation needed]

Parallel universes might provide a way out of paradoxes. Everett's many-worlds interpretation (MWI) of quantum mechanics suggests that all possible quantum events can occur in mutually exclusive histories.[62] These alternate, or parallel, histories would form a branching tree symbolizing all possible outcomes of any interaction. If all possibilities exist, any paradoxes could be explained by having the paradoxical events happening in a different universe. This concept is most often used in science-fiction, but some physicists such as David Deutsch have suggested that if time travel is possible and the MWI is correct, then a time traveler should indeed end up in a different history than the one he started from.[63][64] Explained here by Dr Pieter Kok: youtube.com. On the other hand, Stephen Hawking has argued that even if the MWI is correct, we should expect each time traveler to experience a single self-consistent history, so that time travelers remain within their own world rather than traveling to a different one.[19] And the physicist Allen Everett argued that Deutsch's approach "involves modifying fundamental principles of quantum mechanics; it certainly goes beyond simply adopting the MWI". Everett also argues that even if Deutsch's approach is correct, it would imply that any macroscopic object composed of multiple particles would be split apart when traveling back in time through a wormhole, with different particles emerging in different worlds.[65]

Daniel Greenberger and Karl Svozil proposed that quantum theory gives a model for time travel without paradoxes.[66][67] In quantum theory observation causes possible states to 'collapse' into one measured state; hence, the past observed from the present is deterministic (it has only one possible state), but the present observed from the past has many possible states until our actions cause it to collapse into one state. Our actions will then be seen to have been inevitable.

 Using quantum entanglement

Main article: Quantum mechanics of time travel

Quantum-mechanical phenomena such as quantum teleportation, the EPR paradox, or quantum entanglement might appear to create a mechanism that allows for faster-than-light (FTL) communication or time travel, and in fact some interpretations of quantum mechanics such as the Bohm interpretation presume that some information is being exchanged between particles instantaneously in order to maintain correlations between particles.[68] This effect was referred to as "spooky action at a distance" by Einstein.

Nevertheless, the fact that causality is preserved in quantum mechanics is a rigorous result in modern quantum field theories, and therefore modern theories do not allow for time travel or FTL communication. In any specific instance where FTL has been claimed, more detailed analysis has proven that to get a signal, some form of classical communication must also be used.[69] The no-communication theorem also gives a general proof that quantum entanglement cannot be used to transmit information faster than classical signals. The fact that these quantum phenomena apparently do not allow FTL time travel is often overlooked in popular press coverage of quantum teleportation experiments.[citation needed] How the rules of quantum mechanics work to preserve causality is an active area of research.[citation needed]

 Philosophical understandings of time travel

Main article: Philosophy of space and time

Theories of time travel are riddled with questions about causality and paradoxes. Compared to other fundamental concepts in modern physics, time is still not understood very well. Philosophers have been theorizing about the nature of time since the era of the ancient Greek philosophers and earlier. Some philosophers and physicists who study the nature of time also study the possibility of time travel and its logical implications. The probability of paradoxes and their possible solutions are often considered.

For more information on the philosophical considerations of time travel, consult the work of David Lewis or Ted Sider. For more information on physics-related theories of time travel, consider the work of Kurt Gödel (especially his theorized universe) and Lawrence Sklar.

 Presentism vs. eternalism

The relativity of simultaneity in modern physics favors the philosophical view known as eternalism or four-dimensionalism (Sider, 2001), in which physical objects are either temporally extended spacetime worms, or spacetime worm stages, and this view would be favored further by the possibility of time travel (Sider, 2001). Eternalism, also sometimes known as "block universe theory", builds on a standard method of modeling time as a dimension in physics, to give time a similar ontology to that of space (Sider, 2001). This would mean that time is just another dimension, that future events are "already there", and that there is no objective flow of time. This view is disputed by Tim Maudlin in his The Metaphysics Within Physics.

Presentism is a school of philosophy that holds that neither the future nor the past exist, and there are no non-present objects. In this view, time travel is impossible because there is no future or past to travel to. However, some 21st-century presentists have argued that although past and future objects do not exist, there can still be definite truths about past and future events, and thus it is possible that a future truth about a time traveler deciding to travel back to the present date could explain the time traveler's actual appearance in the present.[70][71]

 The grandfather paradox

Main article: Grandfather paradox

One subject often brought up in philosophical discussion of time is the idea that, if one were able to go back in time, paradoxes could ensue if the time traveler were to change things. The best examples of this are the grandfather paradox and the idea of autoinfanticide. The grandfather paradox is a hypothetical situation in which a time traveler goes back in time and attempts to kill his grandfather at a time before his grandfather met his grandmother. If he did so, then his mother or father never would have been born, and neither would the time traveler himself, in which case the time traveler never would have gone back in time to kill his grandfather.

Autoinfanticide works the same way, where a traveler goes back and attempts to kill himself as an infant. If he were to do so, he never would have grown up to go back in time to kill himself as an infant.

This discussion is important to the philosophy of time travel because philosophers question whether these paradoxes make time travel impossible. Some philosophers answer the paradoxes by arguing that it might be the case that backwards time travel could be possible but that it would be impossible to actually change the past in any way,[72] an idea similar to the proposed Novikov self-consistency principle in physics.

 Theory of compossibility

David Lewis's analysis of compossibility and the implications of changing the past is meant to account for the possibilities of time travel in a one-dimensional conception of time without creating logical paradoxes. Consider Lewis’ example of Tim. Tim hates his grandfather and would like nothing more than to kill him. The only problem for Tim is that his grandfather died years ago. Tim wants so badly to kill his grandfather himself that he constructs a time machine to travel back to 1955 when his grandfather was young and kill him then. Assuming that Tim can travel to a time when his grandfather is still alive, the question must then be raised: can Tim kill his grandfather?

For Lewis, the answer lies within the context of the usage of the word "can". Lewis explains that the word "can" must be viewed against the context of pertinent facts relating to the situation. Suppose that Tim has a rifle, years of rifle training, a straight shot on a clear day and no outside force to restrain Tim’s trigger finger. Can Tim shoot his grandfather? Considering these facts, it would appear that Tim can in fact kill his grandfather. In other words, all of the contextual facts are compossible with Tim killing his grandfather. However, when reflecting on the compossibility of a given situation, we must gather the most inclusive set of facts that we are able to.

Consider now the fact that in Tim’s universe his grandfather actually died in 1993 and not in 1955. This new fact about Tim’s situation reveals that him killing his grandfather is not compossible with the current set of facts. Tim cannot kill his grandfather because his grandfather died in 1993 and not when he was young. Thus, Lewis concludes, the statements "Tim doesn’t but can, because he has what it takes," and, "Tim doesn’t, and can’t, because it is logically impossible to change the past", are not contradictions; they are both true given the relevant set of facts. The usage of the word "can" is equivocal: he "can" and "can not" under different relevant facts.

So what must happen to Tim as he takes aim? Lewis believes that his gun will jam, a bird will fly in the way, or Tim simply slips on a banana peel. Either way, there will be some logical force of the universe that will prevent Tim every time from killing his grandfather.[73]

 Ideas from fiction

Further information: Time travel in fiction

 Rules of time travel

Time travel themes in science fiction and the media can generally be grouped into two general categories (based on effect—methods are extremely varied and numerous), each of which can be further subdivided.[74][75][76][77] However, there are no formal names for these two categories, so concepts rather than formal names will be used with notes regarding what categories they are placed under (Note: These classifications do not address the method of time travel itself, i.e. how to travel through time, but instead call to attention differing rules of what happens to history.). As used in this section, timeline refers to all physical events in history, so that in time travel stories where events can be changed, the time traveler can create a new or altered timeline. This usage of "timeline" is fairly common in time travel fiction,[1] and is distinct from the usage of "timeline" to refer to a type of chart created by humans to illustrate a particular series of events (see timeline). This concept is also distinct from the concept of a world line, a term from Einstein's theory of relativity which refers to the entire history of a single object (usually idealized as a point particle) that forms a distinct path through 4-dimensional spacetime.


	1. There is a single fixed history, which is self-consistent and unchangeable. In this version, everything happens on a single timeline which does not contradict itself and cannot interact with anything potentially existing outside of it.
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A man travelling a few seconds into the past in a single self-consistent timeline. This scenario raises questions about free will, since once the traveller has decided to enter the time machine, then as soon as his own double appears, there is absolutely no way for him to change his mind.






	

	1.1 This can be simply achieved by applying the Novikov self-consistency principle, named after Dr. Igor Dmitrievich Novikov, Professor of Astrophysics at Copenhagen University. The principle states that the timeline is totally fixed, and any actions taken by a time traveler were part of history all along, so it is impossible for the time traveler to "change" history in any way. The time traveler's actions may be the cause of events in their own past though, which leads to the potential for circular causation and the predestination paradox; for examples of circular causation, see Robert A. Heinlein's story "By His Bootstraps". The Novikov self-consistency principle proposes that the local laws of physics in a region of spacetime containing time travelers cannot be any different from the local laws of physics in any other region of spacetime.[78]








	

	1.2 Alternatively, new physical laws take effect regarding time travel that thwarts attempts to change the past (contradicting the assumption mentioned in 1.1 above that the laws that apply to time travelers are the same ones that apply to everyone else). These new physical laws can be as unsubtle as to reject time travelers who travel to the past to change it by pulling them back to the point from when they came as Michael Moorcock's The Dancers at the End of Time or where the traveler is rendered a noncorporeal phantom unable to physically interact with the past such as in some Pre-Crisis Superman stories and Michael Garrett's "Brief Encounter" in Twilight Zone Magazine May 1981.








	2. History is flexible and is subject to change (Plastic Time)




	

	2.1 Changes to history are easy and can impact the traveler, the world, or both

	Examples include Doctor Who and the Back to the Future trilogy. In some cases, any resulting paradoxes can be devastating, threatening the very existence of the universe. In other cases the traveler simply cannot return home. The extreme version of this (Chaotic Time) is that history is very sensitive to changes with even small changes having large impacts such as in Ray Bradbury's "A Sound of Thunder".












	

	2.2 History is change resistant in direct relationship to the importance of the event i.e., small trivial events can be readily changed but large ones take great effort.

	In the Twilight Zone episode "Back There" a traveler tries to prevent the assassination of President Lincoln and fails, but his actions have made subtle changes to the status quo in his own time (e.g. a man who had been the butler of his gentleman's club is now a rich tycoon).

	In the 2002 remake of The Time Machine, it is explained via a vision why Hartdegen could not save his sweetheart Emma—doing so would have resulted in his never developing the time machine he used to try and save her.

	In The Saga of Darren Shan, major events in the past cannot be changed, but their details can alter while providing the same outcome. Under this model, if a time traveler were to go back in time and kill Hitler, another Nazi would simply take his place and commit his same actions, leaving the broader course of history unchanged.

	In the Doctor Who episode The Waters of Mars, Captain Adelaide Brooke's death on Mars is the most singular catalyst of human travel outside the solar system. At first, the Doctor realizes her death is a "fixed point in time" and does not intervene, but later defies this rule and transports her and her crew to Earth. Rather than allow human history to change, Captain Brooke commits suicide on Earth, leaving history mostly unchanged.
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Time travel under the parallel universe hypothesis. This scenario has the potential to preserve free will, but breaks symmetry between universes.






	3. Alternate timelines. In this version of time travel, there are multiple coexisting alternate histories, so that when the traveler goes back in time, he/she ends up in a new timeline where historical events can differ from the timeline he/she came from, but his/her original timeline does not cease to exist (this means the grandfather paradox can be avoided since even if the time traveler's grandparent is killed at a young age in the new timeline, he/she still survived to have children in the original timeline, so there is still a causal explanation for the traveler's existence). Time travel may actually create a new timeline that diverges from the original timeline at the moment the time traveler appears in the past, or the traveler may arrive in an already existing parallel universe (though unless the parallel universe's history was identical to the time traveler's history up until the point where the time traveler appeared, it is questionable whether the latter version qualifies as 'time travel').




	

	James P. Hogan's The Proteus Operation fully explains parallel universe time travel in chapter 20 where it has Einstein explaining that all the possible outcomes already exist and all time travel does is change which already existing branch you will experience.








	

	Though Star Trek has a long tradition of using the 2.1 mechanism, as seen in "The City on the Edge of Forever", "Tomorrow is Yesterday", "Time and Again", "Future's End", "Before and After", "Endgame" and as late as Enterprise's Temporal Cold War, "Parallels" had an example of what Data called "quantum realities." His exact words on the matter were "But there is a theory in quantum physics that all possibilities that can happen do happen in alternate quantum realities," suggesting the writers were thinking of the many-worlds interpretation of quantum mechanics.








	

	Michael Crichton's novel Timeline takes the approach that all time travel really is travel to an already existing parallel universe where time passes at a slower rate than our own but actions in any of these parallel universes may have already occurred in our past. It is unclear from the novel if any sizable change in events of these parallel universe can be made.








	

	In the Homeline setting of GURPS Infinite Worlds there are echos—parallel universes at an early part of Homeline's history but changes to their history do not affect Homeline's history. However tampering with their history can cause them to shift quanta making access harder if not impossible.








	

	A type of story which could be placed in this category is one where the alternative version of the past lies not in some other dimension, but simply at a distant location in space or a future period of time that replicates conditions in the traveler's past. For example, in a Futurama episode called The Late Philip J. Fry, the professor designed a forward-only time travel device. Trapped in the future, he and two colleagues travel forward all the way to the end of the universe, at which point they witness a new Big Bang which gives rise to a new universe whose history mirrors their own history. Then they continue to go forward until they reach the exact time of their initial departure. Although this journey is not exactly a backward time travel, the final result is the same.








	

	In the Japanese manga, Dragon Ball Z, the character Trunks travels back in time to warn the characters of their deaths soon to come. This does not change his time line, only creates a new one in which they do not die. Soon two of the characters destroy the lab where the monster Cell is being created, stopping him from absorbing the androids, creating a third time line. Later it is revealed that Trunks is killed by Cell in the future, then travels to three years before any of the events occurs, which creates a fourth time line. No matter what any character does in the past, their own original time line is unchanged.








	

	In Déjà Vu the main character travels several times between parallel timelines to solve the criminal case. Timelines are very simillar and he fails to solve and stop the crime in first two attempts but succeeds in the last timeline. Main hero who came to the last timeline dies while stopping the crime, so the paradox of meeting himself is avoided.








	

	In Terminator 2: The New John Connor Chronicles by Russell Blackford Skynet and the resistance have created at least three timelines due to use of Time Displacement Equipment. The resistance in one timeline discovers how to travel from one timeline to another, and fears that Skynet will learn this and destroy humanity throughout the Terminator multiverse. Therefore, they set out to destroy Skynet in each timeline.








	

	In the Japanese manga, "Steins;Gate" the protagonist Okabe Rintarou learns to travel in between "World lines" that act as alternate timelines based on changes done to the world through his abilities to send text messages into the past. These changes were calculated by a device known as a "Divergence Meter" that would measure changes by number values below 0, with a measure above 1 indicating a shift in line stronger enough to shift to him to a world with a drastically changed history.







 Immutable timelines

Time travel in a type 1 universe does not allow paradoxes such as the grandfather paradox to occur, where one deduces both a conclusion and its opposite (in the case of the grandfather paradox, one can start with the premise of the time traveler killing his grandfather, and reach the conclusion that the time traveler will not be able to kill his grandfather since he was never born) though it can allow other paradoxes to occur.

In 1.1, the Novikov self-consistency principle asserts that the existence of a method of time travel constrains events to remain self-consistent. This will cause any attempt to violate such consistency to fail, even if seemingly extremely improbable events are required.


	Example: You have a device that can send a single bit of information back to itself at a precise moment in time. You receive a bit at 10:00:00 p.m., then no bits for thirty seconds after that. If you send a bit back to 10:00:00 p.m., everything works fine. However, if you try to send a bit to 10:00:15 p.m. (a time at which no bit was received), your transmitter will mysteriously fail. Or your dog will distract you for fifteen seconds. Or your transmitter will appear to work, but as it turns out your receiver failed at exactly 10:00:15 p.m., etc. Examples of this kind of universe are found in Robert Forward's novel Timemaster, the Twilight Zone episode "No Time Like the Past", and the 1980 Jeannot Szwarc film Somewhere In Time (based on Richard Matheson's novel Bid Time Return).



In 1.2, time travel is constrained to prevent paradox. How this occurs is dependent on whether interaction with the past is possible.

If interaction with the past is possible and one attempts to make a paradox, one undergoes involuntary or uncontrolled time travel. In the time-travel stories of Connie Willis, time travelers encounter "slippage" which prevents them from either reaching the intended time or translates them a sufficient distance from their destination at the intended time, as to prevent any paradox from occurring.


	Example: A man who travels into the past with intentions to kill Hitler finds himself on a Montana farm in late April 1945.



In the "The Dancers at the End of Time" series, Michael Moorcock invented a plot device called the Morphail Effect. This causes a time traveler to be ejected from the time in which he or she is about to cause a paradox.


	Example 1: A man from the End of Time period travels to the past and is executed. Instead of dying (which would cause a paradox), he experiences a return to the End of Time

	Example 2: Time travelers sometimes visit the End of Time from their own epochs in the past. Those that attempt to return to their own period are likely to reappear inadvertently at the End of Time.



The general consequences are that time travel to the traveler's past is difficult, and many time travelers find themselves adventuring deeper and deeper into their future.

If interaction with the past is not possible then the traveler simply becomes an invisible insubstantial phantom unable to interact with the past as in the case of James Harrigan in Michael Garrett's "Brief Encounter".

While a Type 1 universe will prevent a grandfather paradox it does not prevent paradoxes in other aspects of physics such as the predestination paradox and the bootstrap paradox (GURPS Infinite Worlds calls this "Free Lunch Paradox").

The predestination paradox is where the traveler's actions create some type of causal loop, in which some event A in the future helps cause event B in the past via time travel, and the event B in turn is one of the causes of A. For instance, a time traveler might go back to investigate a specific historical event like the Great Fire of London, and their actions in the past could then inadvertently end up being the original cause of that very event.

Examples of this kind of causal loop are found in Robert Forward's novel Timemaster, the Twilight Zone episode "No Time Like the Past", EC Comics stories like "Man who was Killed in Time" (Weird Science #5), "Why Papa Left Home" (Weird Science #11), "Only Time will Tell" (Weird Fantasy #1), "The Connection" (Weird Fantasy #9), "Skeleton Key" (Weird Fantasy #16), and "Counter Clockwise" (Weird Fantasy #18), the 1980 Jeannot Szwarc film Somewhere In Time (based on Richard Matheson's novel Bid Time Return) the Michael Moorcock novel Behold the Man, and La Jetée/12 Monkeys.

Casual loops are also featured in 1972's Doctor Who, in the three part The Day of the Daleks, where three freedom fighters from the future attempt to kill a British diplomat they believe responsible for World War Three, and the subsequent easy conquest of Earth by the Daleks. In the future they were taught an explosion at the diplomat's (Sir Reginald Styles) mansion with foreign delegates inside caused the nations of the world to attack each other. The Doctor (Jon Pertwee), figures out that they caused the explosion all along by way of a temporal paradox.

In the 2006 crime thriller Déjà Vu there appears to be causal loops, as Agent Doug Carlin decides to send a message back in time to save his partner's life, but this will eventually cause his death. Later in the movie, though, Carlin is able to change events and create an alternate reality. This apparent paradox can be explained by multiple previous unseen time travels in a type 3 universe.

In the videogame Escape from Monkey Island there's a section in which the player, controlling Guybrush Threepwood, gets some items from his future self in the Swamp of Time. Soon after that, he will become the future Guybrush and will have to give the items to his past self in the same order. This is an example of causal loop because those items were created purely from the time travel. If the player doesn't repeat every action properly, it will cause a paradox that sends Guybrush back to the entrance of the swamp, implying a type 1.2 universe.
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A version of the ontological or bootstrap paradox. The appearance of the traveler is the result of his disappearance a few seconds later. In this scenario, the traveler is traveling along a closed timelike curve.





The Novikov self-consistency principle can also result in an ontological paradox (also known as the knowledge or information paradox, or bootstrap paradox)[79] where the very existence of some object or information is a time loop. GURPS Infinite Worlds gives the example (from The Eyre Affair) of a time traveler going to Shakespeare's time with a book of all his works. Shakespeare pressed for time simply copies the information in the book from the future. The paradox is that nobody actually writes the plays.

The philosopher Kelley L. Ross argues in "Time Travel Paradoxes"[80] that in an ontological paradox scenario involving a physical object, there can be a violation of the second law of thermodynamics. Ross uses Somewhere in Time as an example where Jane Seymour's character gives Christopher Reeve's character a watch she has owned for many years, and when he travels back in time he gives the same watch to Jane Seymour's character 60 years in the past. As Ross states


"The watch is an impossible object. It violates the Second Law of Thermodynamics, the Law of Entropy. If time travel makes that watch possible, then time travel itself is impossible. The watch, indeed, must be absolutely identical to itself in the 19th and 20th centuries, since Reeve carries it with him from the future instantaneously into the past and bestows it on Seymour. The watch, however, cannot be identical to itself, since all the years in which it is in the possession of Seymour and then Reeve it will wear in the normal manner. It's  [sic] entropy will increase. The watch carried back by Reeve will be more worn that  [sic] the watch that would have been acquired by Seymour."



On the other hand, the second law of thermodynamics is understood by modern physicists to be a statistical law rather than an absolute one, so spontaneous reversals of entropy or failure to increase in entropy are not impossible, just improbable (see for example the fluctuation theorem). In addition, the second law of thermodynamics only states that entropy should increase in systems which are isolated from interactions with the external world, so Igor Novikov (creator of the Novikov self-consistency principle) has argued that in the case of macroscopic objects like the watch whose worldlines form closed loops, the outside world can expend energy to repair wear/entropy that the object acquires over the course of its history, so that it will be back in its original condition when it closes the loop.[81]

 Mutable timelines

Time travel in a Type 2 universe is much more complex. The biggest problem is how to explain changes in the past. One method of explanation is that once the past changes, so do the memories of all observers. This would mean that no observer would ever observe the changing of the past (because they will not remember changing the past). This would make it hard to tell whether you are in a Type 1 universe or a Type 2 universe. You could, however, infer such information by knowing if a) communication with the past were possible or b) it appeared that the time line had never been changed as a result of an action someone remembers taking, although evidence exists that other people are changing their time lines fairly often.

An example of this kind of universe is presented in Thrice Upon a Time, a novel by James P. Hogan. The Back to the Future trilogy films also seem to feature a single mutable timeline (see the "Back to the Future FAQ" for details on how the writers imagined time travel worked in the movies' world). By contrast, the short story "Brooklyn Project" by William Tenn provides a sketch of life in a Type 2 world where no one even notices as the timeline changes repeatedly.

In type 2.1, attempts are being made at changing the timeline, however, all that is accomplished in the first tries is that the method in which decisive events occur is changed; final conclusions in the bigger scheme cannot be brought to a different outcome.

As an example, the movie Déjà Vu depicts a paper note sent to the past with vital information to prevent a terrorist attack. However, the vital information results in the killing of an ATF agent, but does not prevent the terrorist attack; the very same agent died in the previous version of the timeline as well, albeit under different circumstances. Finally, the timeline is changed by sending a human into the past, arguably a "stronger" measure than simply sending back a paper note, which results in preventing both a murder and the terrorist attack. As in the Back to the Future movie trilogy, there seems to be a ripple effect too as changes from the past "propagate" into the present, and people in the present have altered memory of events that occurred after the changes made to the timeline.

The science fiction writer Larry Niven suggests in his essay "The Theory and Practice of Time Travel" that in a type 2.1 universe, the most efficient way for the universe to "correct" a change is for time travel to never be discovered, and that in a type 2.2 universe, the very large (or infinite) number of time travelers from the endless future will cause the timeline to change wildly until it reaches a history in which time travel is never discovered. However, many other "stable" situations might also exist in which time travel occurs but no paradoxes are created; if the changeable-timeline universe finds itself in such a state no further changes will occur, and to the inhabitants of the universe it will appear identical to the type 1.1 scenario.[citation needed] This is sometimes referred to as the "Time Dilution Effect".

Few if any physicists or philosophers have taken seriously the possibility of "changing" the past except in the case of multiple universes, and in fact many have argued that this idea is logically incoherent,[72] so the mutable timeline idea is rarely considered outside of science fiction.

Also, deciding whether a given universe is of Type 2.1 or 2.2 can not be done objectively, as the categorization of timeline-invasive measures as "strong" or "weak" is arbitrary, and up to interpretation: An observer can disagree about a measure being "weak", and might, in the lack of context, argue instead that simply a mishap occurred which then led to no effective change.

An example would be the paper note sent back to the past in the film Déjà Vu, as described above. Was it a "too weak" change, or was it just a local-time alteration which had no extended effect on the larger timeline? As the universe in Déjà Vu seems not entirely immune to paradoxes (some arguably minute paradoxes do occur), both versions seem to be equally possible.

 Alternate histories

In Type 3, any event that appears to have caused a paradox has instead created a new time line. The old time line remains unchanged, with the time traveler or information sent simply having vanished, never to return. A difficulty with this explanation, however, is that conservation of mass-energy would be violated for the origin timeline and the destination timeline. A possible solution to this is to have the mechanics of time travel require that mass-energy be exchanged in precise balance between past and future at the moment of travel, or to simply expand the scope of the conservation law to encompass all timelines.[citation needed] Some examples of this kind of time travel can be found in David Gerrold's book The Man Who Folded Himself and The Time Ships by Stephen Baxter, plus several episodes[which?] of the TV shows Stargate, Star Trek: The Next Generation[citation needed] and the android saga in the anime Dragon Ball Z[citation needed], as well as in The Legend of Zelda series of Video Games - which feature a heavy influence of time and alternate realities, based on various outcomes of a single scenario. In a slightly different exercise of conservation, Robert Heinlein's The Door Into Summer required that one send an equivalent mass into both the future and past but you couldn't choose which 'direction' each mass went.

In Harry Potter and the Prisoner of Azkaban by J. K. Rowling, Harry Potter and his friend Hermione Granger travel back in time because, as Harry says "There must be something that happened around then that [Professor Dumbledore] wants us to change." The book only presents the altered time line (twice) and not the unaltered one.[82]

 Gradual and instantaneous

In literature, there are two methods of time travel:
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A gradual time travel, as in the movie Primer. When the time machine is red, everything inside is going through time at normal rate, but backwards. During entry/exit it seems there would have to be fusion/separation between the forward and reversed versions of the traveler.






	The most commonly used method of time travel in science fiction is the instantaneous movement from one point in time to another, like using the controls on a CD player to skip to a previous or next song, though in most cases, there is a machine of some sort, and some energy expended in order to make this happen (like the time-traveling De Lorean in Back to the Future or the TARDIS (Time and Relative Dimension in Space) that travelled through time in Doctor Who). In some cases, there is not even the beginning of a scientific explanation for this kind of time travel; it's popular probably because it is more spectacular and makes time travel easier. The "Universal Remote" used by Adam Sandler in the movie Click works in the same manner, although only in one direction, the future. While his character Michael Newman can travel back to a previous point it is merely a playback with which he cannot interact.

	In The Time Machine, H.G. Wells explains that we are moving through time with a constant speed. Time travel then is, in Wells' words, "stopping or accelerating one's drift along the time-dimension, or even turning about and traveling the other way." George Pal, director of the 1960 adaptation based on Wells's classic, accordingly chose to depict time travel by employing time-lapse photography. To expand on the audio playback analogy used above, this would be like rewinding or fast forwarding an analogue audio cassette and playing the tape at a chosen point. Perhaps the oldest example of this method of time travel is in Lewis Carroll's Through the Looking-Glass (1871): the White Queen is living backwards, hence her memory is working both ways. Her kind of time travel is uncontrolled: she moves through time with a constant speed of −1 and she cannot change it. T.H. White, in the first part of his Arthurian novel The Once and Future King, The Sword in the Stone (1938) used the same idea: the wizard Merlyn lives backward in time, because he was born "at the wrong end of time" and has to live backwards from the front. "Some people call it having second sight", he says. This method of gradual time travel is not as popular in modern science fiction, though a form of it does occur in the film Primer.



 Time travel or spacetime travel

An objection that is sometimes raised against the concept of time machines in science fiction is that they ignore the motion of the Earth between the date the time machine departs and the date it returns. The idea that a traveler can go into a machine that sends him or her to 1865 and step out into the exact same spot on Earth might be said to ignore the issue that Earth is moving through space around the Sun, which is moving in the galaxy, and so on, so that advocates of this argument imagine that "realistically" the time machine should actually reappear in space far away from the Earth's position at that date. However, the theory of relativity rejects the idea of absolute time and space; in relativity there can be no universal truth about the spatial distance between events which occur at different times[83] (such as an event on Earth today and an event on Earth in 1865), and thus no objective truth about which point in space at one time is at the "same position" that the Earth was at another time. In the theory of special relativity, which deals with situations where gravity is negligible, the laws of physics work the same way in every inertial frame of reference and therefore no frame's perspective is physically better than any other frame's, and different frames disagree about whether two events at different times happened at the "same position" or "different positions". In the theory of general relativity, which incorporates the effects of gravity, all coordinate systems are on equal footing because of a feature known as "diffeomorphism invariance".[84]

Nevertheless, the idea that the Earth moves away from the time traveler when he takes a trip through time has been used in a few science fiction stories, such as the 2000 AD comic Strontium Dog, in which Johnny Alpha uses "Time Bombs" to propel an enemy several seconds into the future, during which time the movement of the Earth causes the unfortunate victim to re-appear in space. Much earlier, Clark Ashton Smith used this form of time travel in several stories such as "The Letter from Mohaun Los" (1932) where the protagonist ends up on a planet millions of years in the future which "happened to occupy the same space through which Earth had passed". Other science fiction stories try to anticipate this objection and offer a rationale for the fact that the traveler remains on Earth, such as the 1957 Robert Heinlein novel The Door into Summer where Heinlein essentially handwaved the issue with a single sentence: "You stay on the world line you were on." In his 1980 novel The Number of the Beast a "continua device" allows the protagonists to dial in the coordinates of space and time and it instantly moves them there—without explaining how such a device might work.

The television series Seven Days also dealt with this problem; when the chrononaut would be 'rewinding', he would also be propelling himself backwards around the Earth's orbit, with the intention of landing at some chosen spatial location, though seldom hitting the mark precisely.[citation needed] In Piers Anthony's Bearing an Hourglass, the potent Hourglass of the Incarnation of Time naturally moves the Incarnation in space according to the numerous movements of the globe through the solar system, the solar system through the galaxy, etc.; but by carefully negating some of the movements he can also travel in space within the limits of the planet. The television series Doctor Who avoided this issue by establishing early on in the series that the Doctor's TARDIS is able to move about in space in addition to traveling in time.
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